
A SURVEY OF TWO OPEN PROBLEMS OF PRIVACY PRESERVING FEDERATED LEARNING: 
VERTICALLY PARTITIONED DATA AND VERIFIABILITY

1. Federated Learning 2. Preliminaries

I. What are the privacy 
preserving schemes available 
for vertical federated 
learning, and how do they 
compare?

II. What are the privacy 
preserving schemes providing 
aggregation verifiability, 
and how do they compare?

3. Research Questions

Individual analysis:
1. workflow
2. computational complexity
3. communication overhead
4. accuracy impact
5. security guarantees

Comparative analysis:
1. benefits and downsides
2. potential improvements

4. Methodology

Takeaways:
● complementing classical PPT 

improves data privacy
● there is no universal best 

PPT within FL
Future direction of research:

● integration of verifiability 
within vertical FL

● security enhancements via 
alternative methods (e.g. DP)

6. Conclusion

Fig. 1: 
Schematic 
Representation 
of a Federated 
Learning 
Environment

5. Results

Fig. 4: Comparison 
between Federated 
Learning Privacy 
Preserving 
Techniques providing 
Aggregation 
Verifiability

Fig. 3: 
Comparison 
between Vertical 
Federated 
Learning Privacy 
Preserving 
Techniques

Fig 2: 
Categories 
of FL, 
Adversarial 
Models in 
FL and 
Privacy 
Preserving 
Techniques
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