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Background Methodology

In order to investigate the effects of an untargeted attack a sim-
ulation of a FedMes multi-server network was carried out, where
some of the simulated clients are malicious. The results are com-
pared If changing the location had an influence on the effective-
ness of the attack. Then two novel attacks where tested in the
same manner.

= Federated Learning - A more collaborative approach to
machine learning.
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= FedMes|[1] - A multi-server model for federated learning
focusing on efficiency.

= Untargeted attack - An attack where one or more malicious
participant aims to bring the accuracy of the aggregate model
down.
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Figure 1: An example of a Fedmes network. .
clients.
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Figure 2: Comparison of the effects of an multi-server adaptation of the

single-server attack MinMax|2] carried on a network from differently located

Are existing attacks, designed around single-server, If a malicious party is able to also compromise the communica-

effective on a mu

fi-server network, and If so by how much?

= |5 the effectiveness of a malicious client in a multi-server

network dependent on their location?
= Does the data sharing necessary for multi-server network

to operate provides necessary information for conducting
an effective attack, without the need to compromise
additional parties?

malicious client. The malicious client in an overlapped region is able to be

very effective, while those within a reach of a single server can barley affect

the accuracy.
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