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�� Background

� Mechanical ventilation with positive end-expiratory pressure (PEEP) is an essential 
intervention in the management of critically ill patients  in the ICU.�

� Determining the optimal PEEP level remains a  challenge due to conflicting evidence from 
clinical studies. �

� Our  research leverages machine learning methods that take confounding into account to 
estimate  individualized treatment effects (ITE) of high PEEP on survival outcomes.



MIMIC-IV Dataset:

We will utilize the MIMIC-IV [1] dataset, a comprehensive collection of ICU patient data. As 
an observational dataset, MIMIC-IV  contains inherent confounding variables, which must be 
carefully  addressed to ensure accurate analysis and interpretation�
� Confounding variables are variables that affect both the choice of treatment and the 

outcome, and therefore distort the true effect of the treatment. 


CSE3000 - Research Project Contact: r.melika@student.tudelft.nl

Author: Robert Melika

Supervisors: Rickard Karlsson, Jim Smit


Responsible Professor: Jesse Krijthe

Machine Learning for Personalized Respiratory Care:

A DR-learner Approach to Positive End-Expiratory Pressure Effect Estimation

5b. Results on MIMIC-IV and RCT

Qini curves of meta-learners with selected underlying models [4]

Figure 7: DR-learner performance comparison with the largest area

highlighted

Figure 5: S-learner performance comparison with the largest area

highlighted

Figure 6: T-learner performance comparison with the largest area

highlighted

�� Future Research
� Train on datasets with more sample�
� Fine-tune model parameter�
� Mitigate overfitting.

� Explore advanced methods like Neural Networks�
� Reassess and validate variable selection

�� Research Question

How can the DR-learner, a machine learning-based method, be used to predict survival 
outcomes in ICU patients under different PEEP regimes based on individual characteristics, and 
how does this method compare to other CATE estimators when evaluated on an RCT dataset?

�� Results on simulated data
Performance comparison of the meta learners using average MSE of 10 iteration�
� Gradient Boosting served as the base learner for S- and T- learners and the first stage of 

the DR-learner, while Linear Regression  was used for the final stage of the DR-learner

Figure 2: Simulation 3 (Complex Non-Linear) - non-linear response 
functions

Figure 1: Simulation 2 (Complex Linear) - different linear response 
functions are applied across the feature space, with a propensity 

score of 0.5.

Simulation Results:�
� S-learner: Performed well in most scenarios except different linear response functions 

(Figure 1)�
� T-learner: Generally outperformed by other learners�
� DR-learner: Excelled in handling unbalanced and confounded data, demonstrating 

robustness in complex conditions (Figures 3 and 4). However, in non-linear scenarios 
(Figure 2) did not perform as well, likely due to its reliance on Linear Regression in the 
final stage

Figure 3: Simulation 7 - 12% of units receive treatment, with 
a simple CATE function to estimate.

Figure 4: Simulation 8 (Beta Confounded) - Modification of 
Sim. 6, response functions differ and are dependent on 

covariates.

�� Conclusion

� The DR-learner shows promise in simulation scenarios, especially with confounded and unbalanced data, 
but struggles with real-world data due to overfitting and data limitations�

� Both MIMIC-IV and RCT datasets demonstrated poor performance in estimating the treatment effect, 
indicating the inherent difficulty in this task�

� When evaluated on RCT data, the DR-learner  performs similarly to the S- and T-learners�
� The challenges highlight the complexity of reliably estimating ITEs in clinical settings.

�� Methodology

The S-, T-, and (Doubly-Robust) DR- meta-learners [2][3] were used to 
estimate the Conditional Average Treatment Effect (CATE) of high PEEP on 
patient outcomes.




S-learne�
� Uses a single model combining treatment indicator and patient features 

to predict outcomes.

T-learne�
� Uses separate models for treated and control groups (response 

functions).

DR-learne�
� Estimates propensity score and outcome regression�
� Generates pseudo outcomes�
� Regresses on pseudo outcomes to estimate the CATE .



Advantages of the DR-learne�
� Reduced bias with two model�
� Increased resilience to model error�
� Flexibility in application




Approac�
�� Generate 8 simulated datasets to compare the meta learner�

� Six simulations followed the methodology of Künzel et al. [2�
� Two additional simulations for further comparison�

�� Pre-process the MIMIC-IV dataset, impute missing data, and identify 
confounding variable�

�� Select underlying model�
�� Train and evaluate meta learners on the pre-processed MIMIC-IV datase�
�� Evaluate the estimated CATE on an RCT dataset



�� Limitations
� Small sample size of MIMIC-IV dataset (3,941 samples�
� Computational limitation�
� Potential misidentification of confounding variable�
� Overfitting in non-linear models

(a): DR-learner with SVM for the propensity

model

(b): The rest of the DR-learners
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Average area under the Qini curve (AUQC) of the trained meta learners

Table 1: S-, T-, and DR-learners - Average AUQC of 10 tain-test splits of MIMIC-IV, and RCT AUQC Performance Comparison

MIMIC-IV Dataset�
� Performance varied with train-test splits�
� Non-linear models tended to overfit; linear models underperformed�
� DR-learner showed potential but faced challenges with real-world data due to 

overfitting and data limitations�
� Difficulties to estimate the treatment effect reliably



RCT Evaluation�
� Evaluated meta-learners trained on MIMIC-IV with features available in the RCT 

dataset�
� Also unable to reliably predict the treatment effec�
� Results were inconsistent across learners with generally low AUQC.



