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Gathered real-world latency measurements 
from CloudPing.

Weighted Narwhal:
 - implemented latency prediction model 
to estimate round completion times based 
on weighted votes.
 - introduced ∆ additional validators and 
assigned weights.
 - defined four objective functions (Mean, 
Max, Stddev, Mean+Stddev) to optimize 
consensus latency.
 - utilized Exhaustive Search and 
Simulated Annealing for optimal weight 
assignment.

Weighted Narwhal and Tusk:
 - modified original Narwhal and Tusk 

- introduced artificial latencies to 
simulate CloudPing data.
 - adjusted quorum formation thresholds 

- assigned weights based on the model.

3. Methodology

Figure 2: Narwhal performance metrics (n = 11, f = 3).
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