
1. Learning Curves
and the LCDB

Learning curves display the error rate of an ML
model with respect to the size of the training
set. The Learning Curve Database (LCDB) [1]
contains a large number of these Learning
Curves. It showcases how these can have
various shapes.

Testing anchors MSE on 5,000 samples 
with unoptimised algorithms

Testing anchors MSE on 5,000 samples 
with optimised algorithms

Figure 1:  The testing anchors MSE of the three algorithms prior to (left) and after (right) optimisation. Displays the distribution (Y-
axis) of the errors along different values of MSE (X-axis). BFGS can be seen improving after optimisation, but Gradient Descent

showed. trade-off between accuracy and computation time. (Right-sided distribution is worse).

Parametric Model Performance

Table 1: Average testing anchor MSE of the 5 top-performing parametric
model of every algorithm on 5,000 samples. Results include optimisation.

Computation Time

Table 2: Computation time of the algorithms on various sample sizes.
Note: Gradient Descent time on 10,000 samples is not available as the

Jupyter Notebook crashes from the number of iterations. 

Levenberg-Marquardt: a method which
implements functionality of Gradient
Descent and Newton's method [2].
Gradient Descent: a method which initially
gets close to the optimum fit very quickly.
Widely used in machine learning [3].
BFGS: a method which improves its
gradient calculations without the need of
matrix transformations, decreasing its
complexity [4].

3. The Algorithms

2. The Research
Goal

Is Gradient Descent a suitable alternative
to LM?
Is BFGS a suitable alternative to LM?

The research goal, investigating alternatives to
the Levenberg-Marquardt algorithm for
learning curve extrapolation, considers 2
alternative algorithms to Levenberg-
Marquardt (LM) — Gradient Descent and
BFGS.

Testing anchors MSE on 10,000
samples with optimised algorithms

Figure 2:  The Testing anchor MSE of LM and BFGS optimised.
Note: Gradient Descent performance on 10,000 samples is not
available as the Jupyter Notebook crashes from the number of

iterations. 

Sampling 10,000 learning curves with the maximum number of
training anchors, we: 

4. Methodology

Implement Gradient
Descent and BFGS,

then run them on the
sample, comparing the

results to LM.

Optimise Gradient
Descent by testing
different step sizes
and changing the
tolerance of
termination, then run it
on the samples.

Optimise BFGS by
changing the
calculation of the
gradient from a
numerical one to an
analytical one, then
run it on the samples.

Investigating alternatives to the Levenberg-Marquardt algorithm for learning curve extrapolation.
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5. Results

The following results show the performance of the 2 alternative algorithms compared to the original LM implementation. The graphs illustrate performance
before and after optimisation.

Performance is defined by the mean-squared error (MSE) on the testing anchors, average MSE of each parametric model, and computation time.

The performance of the individual parametric models
follows closely between LM and BFGS (Table 1).
Gradient Descent had a trade-off between MSE
accuracy and computation time (Table 2).

7. Conclusions and Further Research

Gradient Descent is not a suitable
alternative; performance is similar but the
trade-off with computation time makes it
impractical. 
BFGS is a suitable alternative, having nearly
identical MSE accuracy while being faster.
BFGS shows narrower distribution of MSE
than LM.
Parametric models may be more important
than the fitting algorithms.

Investigate the
significance of the
narrower distribution
of BFGS.
More parametric
models can be
developed.

Further research:

6. Limitations 

Parameters are initialised
randomly. 
Not the whole LCDB was tested.
Samples of learning curves with
fewer training anchors were not
considered. 
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