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Why WiFi Sensing?
Non-intrusive technology
Very broad applicability: activity recognition,
health monitoring, through-wall tracking, etc
Leverages existing infrastructure

The Problem

Training on limited data leads to high
variability and low accuracy/robustness
Small environment changes - large
performance shifts

Many training techniques developed.
Unknown effect on Wifi Sensing models
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How can state-of-the-art learning
robustness techniques be leveraged
to improve the stability and
robustness of deep neural networks
for WiFi sensing, particularly under
limited data conditions?

Deep Learning Models

Methodology

We began with a deep literature survey to build a clear taxonomy
of robustness methods splitting them into training-focused (how
a model learns) versus architecture-focused (how the model is
made) and to identify best practices for reporting results from
limited-data CSI experiments using statistically robust means.

Experimental setup

Our study extends the SenseFi benchmarking framework [2],
leveraging its standardized implementations of three widely used
model architectures—LeNet (CNN) for spatial pattern recognition,
LSTM for temporal modeling, and hybrid CNN+GRU for spatio-
temporal learning—along with its preprocessed versions of two
public WiFi sensing datasets: Widar [8] (moderate baseline
accuracy) and NTU-Fi [2] (near-saturated performance).

Technique Selection
From our taxonomy, we selected five lightweight, training-
focused techniques that each address a core small-data
challenge:

Stability Training to combat signal noise [3]

MixUp to smooth decision boundaries [4]

Weight Decay to constrain model complexity [5]

Early Stopping to prevent overfitting [6]

Label Smoothing to reduce prediction overconfidence [7]

Rigorous Evaluation

Each technique was applied both individually and in strategic
combinations across all architecture-dataset pairs as can be seen
in Table 1. Performance was measured through:
» Repeated trials of stratified 5-fold cross-validation to guard
against lucky initialization and optimistic bias.
» Statistical reporting of mean accuracy * standard deviation
to ensure reliable variance estimation in limited-data regimes.

Future work

Possible improvements are to test additional robustness
methods—such as adversarial training and self-supervised
pretraining—and see how they perform when we use
hyperparameter tuning, and vary dataset sizes.
Additionally, running more combinations of techniques and
increasing repeat trials will also help us better gauge which
approaches reliably boost WiFi-CSI model stability.
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Table 1 - Classification accuracy (mean * std) across all model-technique—dataset combinations.
Left: Widar dataset (moderate baseline); Right: NTU-Fi dataset (near-saturated baseline).

Results

Our evaluation revealed architecture and dataset-dependent patterns:

» On Widar, stability training consistently boosted accuracy with LeNet benefiting the
most (+3.2%) while weight decay maximized LSTM gains (+3.7%). Hybrid CNN+GRU
saw limited improvements. Combinations of methods generally showed an increase
in LeNet and LSTM performance.

On NTU-Fi (near-saturated), techniques showed neutral-to-harmful effects: early
stopping reduced CNN+GRU accuracy by 14.3%, while label smoothing offered
marginal calibration benefits.

Combinations proved high-risk high-reward: Aggressive stacks (e.g.,
Stability+MixUp+Early Stopping) collapsed CNN+GRU performance by 27.3% on
Widar, though full combinations aided LSTMs (+8.5%).

Conclusion

Based on our findings, it is advised to apply robustness techniques with these
guidelines:
For Moderate Baselines (e.g., Widar)

* Use Weight Decay for LSTMs to control overfitting

* Test combinations cautiously: synergies are possible but not guaranteed
For Near-Saturated Tasks (e.g., NTU-Fi)

* Minimize intervention. baseline performance often suffices

» |fapplying techniques, use Label Smoothing for safe calibration
Universal Rules

* Avoid combining Early Stopping with hybrids (CNN+GRU)

 Prioritize Stability Training as your primary defense against noise
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