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 Hybrid models are capable of 
signifficantly improving the 
performance of the FL while still 
preserving privac

 They make HFL more practical for 
real-life scenario

 Intersting to go even further: HFL 
with blockchain and D

 Investigation over data posioning 
and inference evasion should be 
made

5. Conclusion3. Analysis

Figure 1: Comparison between the presented frameworks

4. Key Analysis results2. Research question

How do different hybrid approaches 
for HFL perform compared to the 

classic ones?

Compare the hybrid models based on 
the following criteria

 Performanc
 Model trainin
 Communication cos
 Complexity tim

 Privacy leve
 Security guarantees

1. Background

Horizontal Federated Learning (HFL): datasets share similar features, but the sample 
space is different.



Currently HFL faces challenges towards privacy and security.

Two main privacy enhancements for HFL:

 Homomorphic encryption (HE
 Differential Privacy (DP)


Both have good features, however at the cost of affecting model training, accuracy and 
performance.



Recently, researchers looked for hybrid implementations that may exploit the potential 
of the two main privacy enhancement, as well as add new security guarantees and 
even improve performance, accuracy and model training.

 Fastest training: BlockFL
 Lowest communication cost: 

HybridAlph
 Highest security: BlockFL
 All models do not offer security 

solutions for data poisoning and 
inference evasion (1 exception)

 All models improve scalability and 
training time.

 Unique features
 dropout & join tolerant: 

HybridAlph
 attacker detection: BlockFLA
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