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1. Introduction 2. Research question 4. Taxonomy and examples
Textual

Search engines endeavor to propose results Informational ' |
based on the user intents behind search queries. o Textual: How is solar energy used to generate electricity? Informational Numeric

Other ~6)

e Numeric: How many vertices are in a hexagon?

User intent categorization is fundamental to How to categorize queries
e Other: What is the zip code for Fairdealing, MO?

achieving the goal. . .
Into user intents?

Attempts on categorizing user intents date
back to the early 2000s, with Broder's
taxonomy [1].

Transactional

Taxonomy of user

Drawback: user intents change over time and
taxonomies need to adapt to those changes.

INntents

3. Method

DATA COLLECTION Human
5,000 queries: 50% from MS Marco [2], 25% from Quora [3] and 25% from AskReddit [4]. e Opinion: What are your thoughts on cryptocurrency?
e Advice: How can | fit into the German lifestyle?
TAXONOMY COMPOSITION e Engagement: What is your hobby?
4-layer hierarchical taxonomy to categorize the collected queries. e Experience: What is it like to work at a startup for the first
time?
DATA LABELING & PRE-PROCESSING
Query labeling: label the dataset according to the categories in the taxonomy.
Text pre-processing: lower-case, punctuation removal, tokenization, and vectorization. 5. Resu Its
DATASET PARTITIONING Model Strategy Loss Accuracy False Negatives False Positives
Three splitting str.ategles: . MLP | | OLET 07 560 o
1.Full dataset: train set 70% - validation set 10% - test set 20% LSTM Active Learning 0.33 0.90 . 96
2.Active Learning with Uncertainty Sampling: train set 10% - validation set 10% - test set 20% with Uncertainty Sampling
: : : C 0F ol b o o
3.Active Learning with Random Sampling: train set 10% - validation set 10% - test set 20% ML P Active Learning 0.33 0.89 4L 65
LSTM 0.32 0.88 82 43

with Random Sampling

CLASSIFICATION & EVALUATION
Three Deep Learning models for classification and evaluation: MLP 034 0.89 28 70,
1.MLP (Multilayer Perceptron) LSTM Full dataset 0.25 0.92 51 29
2.LSTM (Long-Short Term Memory)
3.BERT (Bidirectional Encoder Representations from Transformers) Binary classification of Informational and Human queries
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