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Causal Inference: evaluating if a treatment was the “cause” of 

the effect observed. [1].

Usually achieved by creating two classes, one with treatment 

and one with none.

Adaptive Radius:  point distance to decision boundary

➢ Large Distance = Small Radius and vice-versa

Density Estimator: (kclass/nclass) × (1-Σd(p, pclass)/Σd(p, pneigh) 1

Nearest Neighbours: algorithm that uses proximity to make

predictions about the grouping of an individual data point. [2]

➢ Assumption: there needs to be overlap between those classes

➢ K-Nearest Neighbours and Radius Neighbours 

Metrics

Intersection over Union: metric to quantify how much the true

and predicted areas overlap.

➢ IoUarea = Area of Overlap/Area of Union (2-Dimensions)

➢ IoUpoint = TP/(TP+FP+FN) (N-Dimensions)

Parameter: k = C0* n
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Density Estimators: 

Models

Dataset Production

Samples: numpy.random.normal(mu, sigma, (n, dim))

True Overlap: stats.norm.pdf(samples)

Figure 3: No best Co or k can be found as this depends on the

distribution and its type

Figure 4: The radius doesn’t need to be tuned but fails for

edge cases

1. K-Nearest Neighbours [3]: returns k nearest points of p.

2. Radius Neighbours: returns all points of radius r of point p.

Figure 1: Overall pseudo code for the Nearest neighbours' methods.  

Experiments

How sensible are the models to parameter change?

➢ Graph performance with different parameters

Compare to well established methods?

➢ Graph performance for different model on Iris dataset.

1 kclass: number of points from class c within k range 

nclass: total amount of points from class c

Vd: d dimensional volume

pk: k’th point p

pclass: points form the class

pneigh: all points in neighbourhood of p

d(p, pclass): distance from the point p to a

Figure 2: Density estimators based on distribution (a)

(a) Distribution (b) LOF

(c) LRD (c) Radius Neighbours

Figure 3: IOUpoint for different types of distribution

(a) Normal

(b) Uniform

Figure 4: Radius Neighbours density estimator based on (a)

(a) Distribution (b) Density estimate

The models can evaluate overlap, however:

➢ Too much dependency on parameters.

➢ Variation from established methods.

The results aren’t reliable for sensitive fields (i.e. clinical

studies), but can still be used for other purposes (i.e. ML).

Figure 5: Predictions of each model on the Iris dataset

(a) Iris dataset (b) Propensity score

(c) K-NN (d) Radius Neighbours

Figure 5: The area of overlap is more varied then (b)

➢ The low k implies high dependency on the neighboring points

➢ LOF = (kclass/nclass) × 1/(Vd × d(p, pk))
 1

➢ LRD = (kclass/nclass) × k/(Σd(p, pclass) × Vd × 2) 1
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