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Figure 2: A visual representation of the average WER errors yielded for each frequency 
using Kaldi and Google Speech Recognition soft- ware.
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What effects do accents have in lower sample 
frequencies�
� Early versions of Siri would not recognize audio from 

people with different English accents [6].





Language recognition software is present in 
personal devices that are used daily such as 
mobiles and tablets, or electronic home devices 
such as Alexa to ease and improve the usability 
of technology.

However, this technology can also be used 
spitefully [1]. This fact raised concerns about 
privacy. Even then, there is not much research 
done in this aspect of language recognition.

To address this knowledge gap, this research 
focuses on the analysis of how the reduction in 
sample frequency hinders the detection of words 
and affects the privacy of the speaker. 


Automatic Speech Recognition (ASR) software, as 
a part of language recognition, processes the 
voice’s audio signal in various pipelined steps to 
obtain a text representation of the speech.


There are several commercial ASR systems such 
as those by Google, Apple, etc., and some open-
source systems; CMU Sphinx and Kaldi [2].


Multiple initiatives such as, RhythmBadge 
developed by MIT in 2018 and ConfLab 
developed in TU Delft, devoted at studying social 
interactions without violating the privacy of the 
participants [3,4].



Figure 1: An example of how the vocal foreground is separated from the 
background noise. 
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March15LaRedBirthdayParty contains 16 audio files. 
Each audio file corresponds to one speaker, there 
were 16 people wearing a microphone. The audio 
was recorded at a standard sample rate of 44.1kHz.

From each audio, one minute was selected. 
Background noise and the vocal foreground was 
separated using Librosa’s documentation [5]. Files 
were down-sampled using a low-pass filter.  

Google Speech Recognition software which is a 
library offered by Google that supports multiple 
languages including Dutch.


Kaldi-NL, an existing model trained for Dutch 
language.

The metric used in this research is Word Error Rate 
(WER) and it’s calculated with the following formula:

WER = (S + D + I)/N 
Where S is the number of substitutions, D is the number of deletions, I is the 
number of insertions and N is the total number of words.

We have choosen to set the 
threshold of unintelligibility when 
the WER is 1, that is, the 
transcription software returns no 
text. Otherwise, even if a few 
words are picked up by the 
software we can’t assure that 
there is no critical information 
about the speaker.



We can conclude that for both 
Google Speech Recognizer and 
Kaldi-NL, the audio files are 
unintelligible at 500Hz and 
below. 

There are also people with speech impairments, will 
these results be accurate in these cases�
� We haven’t worked with audio from people with speech 

impediments so we were not able to determine how this 
condition impacts the accuracy of the results.




3

1 2 4

5

What would the results be when there is more than 
one language in the same conversation�
� Right now, the ASR used in this research needs one 

predefined language from the start.

Would the results obtained in this research be 
applicable to not widely used languages�
� Not so widely spoken languages, have fewer data to 

train models with and results are usually less accurate [6].


