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4. Results 

5. Conclusion

1. XGBoost performs better than Random Forest model 

in general.

2. High overall prediction accuracy, worse in picking 

unanswerable queries.

6. Future Work

1. Integrate with MRC to test the whole pipeline.

2. Extend to accept non-text answers.
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1. Background

1. Direct Answer Module

2. Machine Reading Comprehension 

3. Methods

For developing the answerability classifier:

1. Dataset: Labelled 500 queries from MS MARCO QnA
dataset [1].

1. Answerable queries are human-
comprehensible, with sufficient details, 
generalizable, and text-based.

2. Two Models: Random Forest and XGBoost.

3. Six Features:

1. Query dependent features:                               
GloVe Embedding, number of words, existence 
of key words.

2. Query-corpus dependent features:         
Averaged word/ngram-level tf-idf of each query.

3. Top-retrieved-passages dependent features: 
Fraction of passages containing all the words.

If answerable

Model The ratio of 
answerable 
questions

Prediction 
Accuracy

F1 The ratio of 
unanswerable 

queries identified

Random 
Forest

0.75 0.78 0.87 0.13

XGBoost 0.75 0.83 0.89 0.35

Machine Reading Comprehension
Extract direct answer(s) within 

documents.

Answerability Classifier

User Queries

MS MARCO Query Set

Top Retrieved Passages

2. Research Question

How to determine the answerability of queries, 

which only ask for answers in text? 


