
1.  Background
- Curse of dimensionality: to 

many features to process

- Dimensionality reduction can 
be used to reduce number of 
features 

- Previous studies have shown 
no one algorithm in universally 
the best at dimensionality 
reduction[3][4]
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           2. Research question
What are the effects of PCA, LDA, GDA, 
and Lasso for dimensionality reduction on 
classification algorithms?

3.  Preliminaries
- PCA: find directions of 

maximal variance[2]

- LDA: minimize 
within-class scatter 
while maximzing 
between-class 
scatter[2]

- GDA,: LDA with 
different matrices per 
class and kernel 
function[2]

- Lasso: Linear model 
with a penalty 
function with weight α
[1]

4.  Metrics
- Transformation time
- #Features retained
- Accuracy

5.  Results

Table 1: The time it took each of the algorithms the transforms a dataset into a new dataset with less dimensionality

Figure 1: Effect of Number of features left by Lasso on         Figure 2: Effect of Number of features left by GDA on
the accuracy of a dataset with a lot of training data         the accuracy of a dataset with less training data 

     

Table 2:  Statistic about the combinations of classification      Table 3:  Statistic about the combinations of classification                   
and  dimensionality reduction methods on dataset with           and  dimensionality reduction methods on dataset with
lots of training data           less  training data

6. Conclusion
-Changes in number of features and classes does not change relative performance of algorithms
-Number of features does change relative performance of algorithms
-LDA in better then GDA (using linear regression)
-LDA and GDA are better when using LR or SVM and training set is sufficiently large
-Lasso and PCA are better when using RF or if the training set becomes small
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