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1. Introduction
• Out-of-domain (OOD) generalization

problem: learn a model from one or more 
domain(s) that can be used in an unknown 
test domain.

• Solution: Multi-domain calibration

• Naive calibration and model selection with
average expected calibration error (ECE)
across training domains are two of the
approaches to optimize models, so they 
achieve this type of calibration.

• Both are easy to apply but limited in their 
power to learn a model that is truly well-
calibrated across multiple domains [1]

2. Motivation

3. Research question

• How well does naive calibration and model 
selection with average ECE perform in the 
out-of-domain (OOD) generalization problem 
for binary classifiers?

• RQ1: Does naive calibration improve average 
prediction performance, as measured in the 
accuracy or AUROC1, across unseen domains?

• RQ2: Does OOD Accuracy2 improve as the 
number of training domains grows?

• RQ3: Is model selection with average ECE a 
reasonable model selection strategy in the
OOD generalization problem?

4. Methodology 6. Method to answer RQ3 7. Conclusion

8. Results 10. Limitation

10. References

• Naive calibration can improve OOD accuracy 
and OOD AUROC of some binary classifiers. At
least, It does not make the model worse.

• For most classifiers, training the model on 
data from more training domains leads to 
higher OOD accuracy.

• Average ECE is a reasonable metric for 
selecting a model, and it is better than
validation accuracy in the OOD generalization
problem.

8. Limitations

1:  the area under the receiver operating characteristic 2: average accuracy across the unseen domains 3: average area under the ROC Curve across unseen domains

• Experiment A:
• 200 datasets
• Train and calibrate seven binary classifiers
• Calculate the difference in  OOD accuracy/OOD

AUROC3 before and after naive calibration
• Bootstrapping hypothesis test

• Experiment B:
• 10 datasets
• Train and calibrate seven binary classifiers
• A positive linear relationship between the

number of training domains and OOD accuracy?

• Experiment C:
• 3 datasets
• Train 400 neural networks on each dataset
• A linear relationship between OOD accuracy and

average ECE? And how strong is it?

• All experiments are based on synthetic data.

• Isotonic regression is the only method to 
implement naive calibration.

• PCC and the partial correlation only measure 
linear relationships.

5. Data generation

• Causal relation:

• Illustration:

4. Methods

9. Future work

• There are similar results for OOD
AUROC

• The models that have a statistically 
significant improvement in OOD 
accuracy are in bold

• A positive linear correlation
between the number of training 
domains and OOD accuracy

• PCC: Pearson correlation coefficient

• A relatively strong negative linear 
correlation between average ECE 
and OOD accuracy

Figure 1: The causal diagram of the synthetic data [1]

Figure 2: The Illustration of a dataset

Table 1: Results of Experiment A

Table 3: Results of Experiment C

Table 2: Results of Experiment B

5. Data generation

6. Results

9. Future work
• Use real-world datasets.

• Try another method to implement naive
calibration, such as Bayesian Binning into 
Quantiles [2].

• Conduct Experiments B and C on more
datasets and analyze results with statistical 
tools.
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