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Neural Processes
● The algorithm that we use for 

meta-learning is Neural 
Processes (NP).
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Curriculum Learning (CL)
● Easier data points are more 

useful during early training.
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Teacher-Student Approach
● A CL algorithm needs to answer: 

○ Which samples are easy? (scoring) => 
we can train a “teacher” without CL

○ What portion should we sample from? 
(pacing)

● Training an extra network is expensive!
○ Solutions: complex network pretrained for a different purpose (transfer teacher), or training the same network 

on the same dataset (bootstrap CL).
○ Can we go further, and train an even smaller network than the student? 

Results

Evaluation
● Bootstrap CL performs well.
● The teacher smaller than the 

student performs worse than no 
CL

● Unclear if this holds for other 
architectures, domains.


