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1 Introduction 4 Comment Encoding 5 Results
e In recent years, there has been a growth in the usage of e Code2Seq uses Abstract Syntax Trees (AST) to represent the source code
Machine Learning techniques in Software Engineering tasks [1] e Comments are included in the AST during preprocessing Mocel Frecsion Recall =
e Method Name prediction: generates identifier given a e Each comment is associated with at most one parent node Original Code25eq 47.30 36.92 41.47
method's code snippet e Orphaned Comments: comments not associated with any node [5] Code2Seq + 49.01 37.44 42.45
e Meaningful and conventional method identifiers are crucial to e Keywords extracted from comments using TF-/DF [6] comments
the comprehensibility of the software [2] e Comments preprocessed with Stopwords removal f;iiieq * 44.44 BoE 39.53
e Code2Seq is a model which can predict method names [3] Code2Seq + inline 47 75 37 20 41 88
e Comments are not included during the preprocessing and /** This method gets the first character of a string. comments
training steps * / Code2Seq without 47.52 39.14 42.93
e Studies have shown that comments improve the readability of char getFirstLetter(String a){ stopwords
the programs [4] } return a.charAt(@); Code2Seq + TFIDF 48.36 35.88 41.19
2 Research Questions | o
Figure 1: Code snippet with comment i
e What is the impact of comments on the performance of 6 CO”C[USK)”
Code2Seq for method name prediction?
» How does "including Javadoc comments"” impact the e Improvement of 2.4% in F1 score for the model with raw comments
performance of code2seq for method name prediction? S e Gain of 6% and 3.5% in recall and F1 score respectively for model

» How does "including inline comments" impact the without stopwords

performance of code2seq for method name prediction? - B o - * Reduction in performance for model with javadoc
e Minimal improvement for TFIDF model and model with inline

» How does "filtering the content of the comments” impact the C

performance of code2seq for method name prediction? g ‘ o asing comments
e Extend models with orphaned comments
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