LEARNING IMAGE TRANSFORMATIONS WITH CONVOLUTIONAL NEURAL NETWORKS

Problem and Objective
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- Adam Optimizer is used.
Preprocessing E===225=======E - Learning rate tuned per regression task, on a Distribution of mean, median and std
EfEEEEEEEREBEHEEER J P J ' 120 -
SEORDEBPREEERREE batch size of 32. i
Cal | NCDEEEDDNOEEnanEn . r00. )
(< BEEEEHHBRNDEAEEEEER - Model trained on 10 epochs.
5 EEEEDEREEERRDEROaBREER
ownload a Preprocess the BFIGFRAFAAAARAARBEERR —
Dataset dataset (mean, std, ...) AEHECOODEAOCEERAAENRA mean : 40 mean : 31
EEE S E RS AR EERELEER
INPUT 60 -
Convolutional Neural Network 40 !
20 -

| 2D Conv | 2D Conv
Layer Layer
(1x10) (10 x 20)

Melan ME(iiEII‘I Sil:d
@ @ @
_— e = Discussion and Conclusion
Max-Pool Full Full : . . .
|!|| i);ye?o | Con:ezted I!|| Con:ezted - The higher the batch size, the less time it takes
| (320 x 50) (50 x 1) - The higher the batch size, the worse Mean Squared Error it has.
- The optimal batch sizes are found in the interval [8; 32 ]
Limitations:
Output - MNIST images are greyscaled. Coloured image will need more parameters, which might affect the

Mean Squared Error

D)=| Postprocessing performance
| ~y’| Training time - A synthetic dataset created for the research might better indicate how the network is functioning.






