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1.

Introduction

Integration of Large Language Models (LLMs)
into  software development processes has
significantly increased [1].

Persistent challenge still stands out: the disparity

in  performance across multiple natural
languages [2].

The exploration of LLM evaluation and
performance metrics outside of English-

speaking contexts remains under-explored [3].

2. Objective

This research aims to highlight the
limitations and errors encountered in

generating comments for code in Polish

using Meta's Code Llama.

3. Research Question

How does Code Llama performin

comment generation in Java when applied

in Polish language settings?

How often does Code Llama generate erroneous
comments for code written in Polish?

What are the most frequent types of limitations
encountered in comment generation for code
written in Polish?

What is the influence of temperature parameter
for code comment completion in Java for the
Polish language?

5 Results

e 252% of generated comments were manually
evaluates as correct (RQI).

* Taxonomy obtained through open coding [4] is
displayed on Figure 4.

¢ The results of quantitative analysis are visualized
in Figure 2.

* Figure 3 presents the frequency of each error in
the manually evaluated dataset.

¢ Quality of comments decrease with higher
temperature values (Figure 1). Results were
obtained through qualitative evaluation.
ezi/T
softmax(z;,T) = W
Equation 1: Softmax Activation Function with Temperature T

Temperature's influence is measured on correct
predictions. We re-generate the comments with
different temperature values and evaluate their

correctness.
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Figure 1: Accuracy Summary by Temperature (RQ3)
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Majority of BLEU scores are close to O, despite the
expert evaluation indicating different observations.
ROUGE-L is more evenly distributed.
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Figure 2. ROUGE-L F1and BLEU scores distribution

The most common errors encountered were
inclusion of code snippet, copying context and late
termination. Code Llama underperformed with
grammatical mistakes in comparison to other
languages.
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Figure 3: Distribution of Error Categories (RQ2)

6.

Limitations

Language Scope: This study focuses exclusively
on Polish, with no English benchmark for
comparison.

Bias in Labelling: potential bias from individual
experts, which could affect the accuracy of error
classification and analysis.

Conclusion

We identified common error
comment generation in Polish.

Polish  language-specific challenges, such as
frequent grammatical errors or incoherent
comments, underline the model's limitations in
handling complex language syntax.

categories in

BLEU underperforms as a metric for evaluating
code comment quality in non-English languages.

Model's inability to produce meaningful
comments severely degrades perceived usability
and trust in LLMs and general Al technology [5].

We encourage the inclusion of diverse languages
in the training corpuses of large language
models.

8.

[31 F
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