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1) Introduction @ @ 0 : 0 Q , 5) Limitations & Future Work

+ Federated Leaming (FL) is a privacy-preserving machine learning paradigm @ Q @ ® E‘_Q ® B ® © o o 3t « Due tothe synthetic mobility dataset, results of

that permits multiple clients to bene fit from a shared model trained from this work might diverge from real-world systems.

clients’ data, sharing model parameters instead of client data. v ! o Aninteresting direction for future work

* Decentralized Federated Learning (DFL) is a branch of FL that deals with @ @ @) @ @) @) @) ® ' R would be to use real-life mobility traces.
clients directly communicating with each other and aggregating each other's ‘ s “eic * DFL systems have a broad taxonomy [1], yet only
models as OppOSGd to using a central server. (a) Local Learning (b) Centralized Learning (c) Centralized FL {(d) Decentralized FL Chart m one specific of System was examined

+ Client mobility describes how users may move within a FL system. - : W N ] - " e e o Investigatinga DFL system with a different

» For Hierarchical Federated Learning (HFL) systems, it has been shown that el o D - i @ Ci e MRS L Moty T B Sotve A Clond Copiieg communication protocol, aggregation
user mobility can affect learning performance [3]. Fig 1: lllustration of different types of learning architectures [1] Fig 2: HFL with client mobility [2] paradigm or iteration order is another

» However, the effects of client mobility on DFL systems have not been studied. interesting direction for future work.

* The mobility-aware model aggregation algorithm
in partially reliant on the hyperparameter o

?2) Research Questions 4) Results & Conclusions o Automating a could be a valuable future

work.

* How does varying client mobility affect the global learning performance of DFL systems?
* How does learning performance differ between high-mobility and low-mobility clients?

* How can said performance difference between clients be decreased?

* How can said difference be used to improve global learning performance?

Here we present non-lID results. For |ID data partitioning, results are less exciting, with performance advantages

and advantages between HM and LM clients being significantly smaller.
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3) Methodology

» We develop a theoretical model describing client mobility in a DFL system.
o In this model, we define high-mobility (HM) and low-mobility (L\M)

clients. . e . , . N [2]Yang, Jian, Yan Zhou, Wanli Wen, Jin Zhou, and
W ot Fr(C)IthheI;e, wetcarlw.vap;tpéle]?roportionkli oLHI\/Ibchi(tentg late th izlé?n?:‘rg:ijCfrcounrwagz/optirég%nd o Efrigzgétffffnué%@f foerltrjooli/cr:d o gfdigl/ej;[optj‘ritrsgﬁgnf;rfk;lrg;;rg;)b|||ty Qingrui Zhang. 2023. "Asynchronous Hierarchical
* We extend the Decentralize ramework to be able to simulate the ' ' '
developed client mobility model. Increasing p leads to marked Increasing p has diminishing returns, We see HM clients have a gﬁgeéﬁ;en? éif]rer:jlBﬁ%ﬁlﬁ&;g?&iﬁfg ?!oii.tlgg:
« We develop a mobility-aware model aggregation algorithm (see Alg. 2) to improvements in learning with negligible differences between p significant performance 11134 ,
decrease learning performance disparities between LM and HM clients performance values of 80% and 100% advantage over LM clients in
compared to the baseline (see Alg. 1) environments with low p [3]1Feng, C., Yang, H. H., Hu, D., Zhao, Z., Quek, T.Q.,
o Aclient aggregates neighbours' models by taking the neighbour's speed p=0.05 p=02 p=04 p=06 p=08 & Min, G. (2022). Mobility-aware cluster federated
into account, with models of faster neighbours having greater weighting. Baseline +4.81 +4.13 +2.53 +2.04 +0.90 A R A R "N learning in hierarchical wireless networks. IEEE
o ;he extent of\évhich speed is taken into accountis controlled by a Mobﬂity-AZvare 1316 317 .64 1228 4119 il Transactions on Wireless Communications, 21(10),
yperparameter a. (= 04) 8441-8458.
o N =48 clients. TERR Tabl:edTueCstT[Oanccuracy(‘V ) advantage of HM clients over LM clients throughout experiments, 4] Dhasade, A., kermarrec, A. M., Pires, R., Sharma,
. F © f]IFAF\;—llo datasei.(nonl_“D.fhnd 1D pa rtlltlon_mg)' forboth ba;glme and mobility- aware aggregation (a= .04). The advantage reduction in using of ! e e - _ R., & VUJaSIHOVIC, M. (.2023’ May). Decentrahzed
or each model aggregation algorithm, we analyze: «=0.4 mobility-aware aggregation compared to baseline is calculated. 00 1000 1500 2000 0 3 00 learning made easy with DecentralizePy. In
o How global learning performance is affected. . o Proceedings of the 3rd Workshop on Machine
o How the performance gap between high-mobility and low-mobility clients Mobility-aware aggregation reduces the performance disparity chl)% Eégeﬁfrszggsggoer: ;%n:qg%r”ﬁfa@are Learning and Systems (pp. 34-41).
is affected. between HM and LM clients in environments with low p, with best overall aggregation (a=0.2 and a=0.4)

results at a=0.4 for the examined system.

Mobllity-aware aggregation CSE3000 Research Project
Alg 1: Baseline model Alg 2: Mobility-aware 1 1 with moderate hyperpara meters . .
aggregation method (plain). W,is  aggregation for a given iteration | W45 = ¥ + « (Xij — ﬁ) (OL¢1.-O) does not affect global FII‘Ia| Pl’esentatlon POSter
the weight that client / gives k. Xiis a vector representing the learning performance

to the model of clientj (oneof the ~ normalised speeds of each of

1 !

N neighbours of client /). N is the client/’s neighbours _ I
number of neighbours of Xij = S B U D e I ft
client i at iteration k ZwEMi(tk) Sz
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