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1. Background

• Context sensing through eye movement has shown a convincing correlation[1], making gaze signals a
potential candidate to use for activity recognition.

• An ideal set of eye movement features for classification has not been found yet, while different sets of
features have shown great potential for accurate classification.

• This research will look into eye movement features of gaze signals and the impact of subject bias on
the classification.

2. Research Questions

1. How to design and implement different feature extraction methods for eye movement signals?

2. What are the best features that need to be extracted and used for training conventional machine learning
algorithms?

3. What’s the impact of different subjects and sensing hardware on the recognition performance?

4. Compare deep and conventional machine learning algorithms on accuracy and robustness against het-
erogeneity among subjects.

3. Method

In order to get to the classification of gaze data different steps are performed to get the desired results. The
methodology consists of the following steps:

• Data from 8 different subjects performing 5 different tasks on a computer while wearing an eye tracker.

• The data consists of 9000 points each resembling the relative position of the gazes. This is pre-processed
with a median filter and then normalized.

• A fixation filter[2] is used to extract fixations and saccades from the data.

• From these saccades and fixations specific features are extracted and the most important features are
used for analysis.

Table 1. This table shows all the features that are extracted from the fixations and saccades.

• During classification the data is divided into a 75/25 training-test. For the testing of subject bias, the
split is performed in two different ways: on activities and on subjects.

4. Results

Tables 1, 2 and 3 show the classification accuracy results of three different tests: best feature set using
feature importance, subject bias by splitting data on activities and subjects, comparison between deep
learning and conventional machine learning algorithms.

Table 1. This table shows the results of the different features sets on three different conventional machine
learning algorithms. Fixation features do not perform well on their own, saccade features do show great
importance, but all features minus fixation radius perform the best.

Table 2. This table shows the results of the classification of three different classifiers when the data is split
on activities and when on subjects. There is a clear drop in performance when the data is split on subjects.

Table 3. This table shows the results of the best performing conventional machine learning classifier(SVM)
and two deep learning classifiers(LSTM and CNN) on the same data set split on activities and on subjects.
Deep learning classifiers show minor to no performance increase on activity split but a greater drop on
subject split.

5. Conclusions

The conclusions for this research are based on the research questions asked at the beginning and are summa-
rized per question:

1. Fixation and saccade are the best gaze features to extract from the data, the fixation filter gives control
on extraction for better results.

2. Saccade features show good results on their own, while fixation features are dependent. A combination
shows the best results up to 95% accuracy.

3. Heterogeneity of data plays a significant role in classification performance where the difference in ac-
curacy between classifying on activities and on subjects is up to 35%.

4. Deep learning classifiers do not show huge improvement in comparison to conventional machine learn-
ing algorithms but do take significantly longer to train, making them not a obviously better than conven-
tional classifiers.
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