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Conclusion

e Viper produces high performance, interpretable
decision trees for simple environments
e Performance is dependent on oracle quality,
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which cannot be expressed only in oracle reward
e We can use this interpretability to understand the
policies and, in some cases, improve them
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