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Background Methodology Results

Recommender systems help users navigate large search Dataset: RQ1
spaces by offering personalized suggestions. Traditional The MovieLens 1M dataset was utilized for this study .
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approaches include content-based, collaborative, and Knowledge-graph was acquired via RecSysDatasets. - - S e s s —

knowledge-based methods, and modern systems often Duplicate removal and 5-core filtering was applied. T - - =
combine these to form hybrid models for improved

performance. Filtered users pie chart Filtered interactions pie chart ‘|, T )

Knowledge-aware models leverage structured side H

information (e.g., knowledge graphs) to enhance il il '"}

recommendation quality. These graphs capture semantic
relationships among entities, which improves precision,
and helps mitigate cold-start and data sparsity issues.
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The boxplots suggest that model performance varies more for the female group. However, it is
Models: possible, especially for knowledge-aware models, to choose a hyperparameter set that
. RippleNet achieves better performance for that group.

Hybrid systems combine two or more recommendation = . . . . .
techniques to leverage their strengths and offset B - r7Z B o Accuracy Metrics User Fairness Metrics Item Fairness Metrics
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which are used in recent deep recommender systems [1]. CFKG 0.544 CFKG 0.123 CKE 0332
1 5 . RippleNet ~ 0.183 PFCN 0.078 RippleNet  -0.374
Hybrid systems are oftentimes also knowledge-aware. = == ) b CKE 0,048 IenKNN 0442
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Fairness refers to the ethical evaluation of how 1T Y Y . -2.137 liemKNN _ -0.595 POP -0.522 Takeaway: The trade-off is not always severe - carefully selected
- - . hyperparameter configurations can lead to models that are both

recommendation SyStemS [mpaCt different user or item - ) A A i 3 i “hig! reasonably accurate and demonstrably fairer. It is also worth noting that
there seems to be a tradeoff between user side fairness and item-side

groups. Current work focuses heavily on group-level " No single model digrn emerged as a universal champion across all perf o domiins
X iy . Takeaway: No single mode! or paradigm emerged as a universal champion across all performance domains. While fairness. While there was some overlap between the frontiers, the majority
fairness (e.g., gender or ethnicity) and mostly uses static, the collaborative-filtering model ItemKNN dominated pure accuracy metrics, its performance on user-side fair of the points, which belonged to one fairness domain's frontier, did not

outcome-based fairness metrics due to ease of ness was notably poor. Conversely, simpler baselines like POP and Random excelled in specific fairness domains - belong to the frontier of the other fairness domain.

. POP in user-side fairness and Random in item-side diversity- albeit at the cost of accuracy. Knowledge-aware

measurability [2]. POP (Popuiar - recommends the most popular tems i, models occupied an interesting middle ground. CFKG demonstrated the best overall user-side fairness among
those withthe ighest umber ofInteractons) o ll users PFCN-PME - extends Probabilstc Matrix e h o ’

Factorization by inserting an adversarial similar models and even surpassed the fairness-aware PFCN-PMF model in this aggregate category. CKE, while

“filter” module that removes user- strong in aggregate accuracy, did not particularly stand out for metrics from any fairness side, but was not a poor oKE ey o
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o eg p performer either. RippleNet offered competitive item-side diversity, but user-side fairness was not its strong suit. RippleNet 0i05% 036%

Model Avg. user-side fairness change  Recall@10 change

Knowledge Gaps: Although knowledge-aware and hybrid
models are widely studied for their accuracy, their fairness Sty o rveiguerivto s Takeaway 2 Optimizing for one Takeaway. 3 It may possible to further Modd AV e Sie Fairioss thange  Recall @10 chiarige

performance is underexplored. Most research targets Metrics: component weighting (RQ2) for CKE and faimess aspect or user group via develop the loss functions of those
etrics: RippleNet revealed the significant leverage the knowledge graph component models by making the separate loss -
provided by the knowledge graph component may inadvertently affect others, component weights learnable, adjusting CKE 18.28% -3.12%

optlmlzatlor} of predlct|ve power [3]’ leavmg agap ,In I Usef+sids Falrfiess! I ltem-slde falfniess I weight, while the recommendation loss weight necessitating careful, context- them based on internally calculated RippleNet 80.63% -0.72%
understanding how these models behave under fairness I Accuracy I showed minimal impact within the tested range specific tuning, fairness and accuracy metrics.
criteria, which this study aims to address. X reauenty ch
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