
Result of ERM :

Best possible hypothesis :

Why do the learning curves* have unexpected behavior ?
● Using ERM*, Same distribution, but More data
● Hypothesis Class: 

Problem Setting Ⅰ
● Learner:  ERM, L2 loss

● Distribution: rrrrrrrrrrr

More Data: Better or Worse 
What is a learning curve?
● # training samples vs. 

generalization performance 
● More training data? Better and 

worthy?

What is ERM 
(Empirical Risk Minimizer)?
● Empirical Risk: 

● Best hypothesis for training data

Problem Setting Ⅱ
● Learner:  ERM, L1 loss

● Distribution: rrrrrrrrrrr

Performance metrics :

Bias-Variance trade-oǖ :

    
 Variances increases too fast  

            Bias decreases too slow

              Increasing learning Curve?

                  Ridge Regression
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What causes the periodic 
behavior?

 
na , n ∈ ℕ, the possible value for na 
increases by 1 when n increases 
⌈xa/xb + 1⌉ , in this case 11.

Can the learning curve change 
behavior?

● When 

Since 
Why does variance increase?

Not conforming with linear model* ?

Four-point distribution:

● k

● Fits linear model

Performance metrics :

The smaller P2 is,  
the smaller the risk is.

● When ⌈xa/xb + 1⌉ = 21:


