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As the technology around us continuously improves, i The research focus is to survey the key split . The search engines used: ACM Digital Library, IEEE i  To categorize and analyze papers, the following
the need for computing increases. Nowadays, there i inference technologies on edge devices. | Xplore, Scopus, Google Scholar (Used for an initial |  questions are asked:
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are embedded devices all around us. The idea of on- | i search) i « What device is used?
device split inference comes from the idea of using i Sub-questions: i« Papers that focus on distributed inference on edge ! « What machine learning or artificial algorithm is
. - . 5 ' . c . 5 ! . . . !
embedded devices not just for simple tasks like data | 1. Which machine learning models and algorithms i devices only were considered. The edge devices i the paper based on?
collection but also running more complex algorithms | are used for distributed inference on embedded | must be used for inference, not just for collecting | « What optimization and preprocessing methods
. . . ! . I . . I .
in order to achieve faster run times and keep the i devices? i datqg, etc. In the end, 50 papers were included in i are they using?
sensitive data local [1]. Usually, many algorithms are | 2.What are the benefits and the limitations of the | the review. i « How are they achieving the distribution of the
o ol o - 5 - I - . ! . 5
too demanding to fit inside single embedded devices. i currently used on-device inference methods? '« Some of the keywords used for queries: i inference task?
| |
In that case, splitting the algorithm into multiple | 3. Are there any distributed computing and | | e Are there any performance gains? What are the
. . ! . . . it i . .
devices can be used to run the complex algorithm on i parallelization algorithms that are used for or can ! tistributed Cosahorative | benefits and the shortcomings of the method?
| |
the edge [1]. | be applied to split inference on embedded i i « What is the purpose or the use case of the
| devices? | i method?
| | |
i 4. What are the applications of on-device split i |
| inference? | i
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i Are the methods static or adaptive during runtime? i GONGLUSION I
i In some papers, the system is static. The optimizations were i
i done during the design. Once it is deployed, it takes i F“T“HE wonl(
FI““I“GS i predetermined actions. However, several other systems are i
E adaptive. They make decisions during run-time and adjust some i
Which artificial intelligence | system parameters to further increase the performance of the |
° ° | |
or ma.chlne. learning Which programming libraries | system. ' Conclusion
Inference Distribution tec:::u:uf is the base of the are being used? i 20/50 papers talk about static .systems. i . Inference distribution type is the main parameter
There are two main ways that a neural network can be methods: h i 30/50 papers talk about adaptive systems. i that shapes the architecture of an on-device split
. L . . . . L e . Other [ |
dlstrlbuthed. :orl.zclzntally and :e-rtlcf-”{) [2]. Horlzont.al dlstrllautlon 5 i i inference system.
means t at.t € interence task is >P 't between devIces (,]t ¢ e i Which devices are being used? i e There are not a lot of papers that focus on
same level in an edge-cloud architecture. Vertical distribution is | | Co : .
. e : CNN | l distributed inference systems for microcontrollers.
when the inference is distributed among various layers of an n | Raspberry Pi Model :
edge-cloud architecture [2]. Pylorch | NVIDIA | l
14 | etson model ,
DNN i nilereeeniie o besee bese E Fu-t “;e V\{c::atic review can be done to find and review
25/50 papers contained a method with horizontal distribution. 34 fensorflow i Smartphone | Y3 _
21/50 papers focused on vertical distribution. | aoton or PO E almost all of the papers in the area. o
4/50 papers contained both distribution types. | P | P . : . R.ese.arch cgn be conducted basec.i on flndlngs from
% % | Simu C‘J‘:’” i distributed inference on edge devices to design a
. . . : Other l S . .
What are the optimization and preprocessing methods that i i system for distributed inference on microcontrollers
@ ﬁ @ stand out? | 0 S 10 15 20 25 i and similar embedded systems.
edge device edge device « Converting a neurgl netV\{ork toa Qlirectgd acyclic 9ra|§>h i Use Cases and Real World Applications ir _____________________________________________________________________
(DAG) representation. This makes it possible to run various |  Healthcare - The fact that IoT and wearable devices are !
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% % % ° Prunlng' It IS removing some parts Of the neural network i Qpplicqtions W|th mu|t|p|e IOT devices i Severely Resource Constrained Edge Devices,” in 2021 IEEE International Performance, Computing, and
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