Algorithm Selection with continuous feature optimal decision trees

An adaption of ConTree's algorithm for instance cost-sensitive classification
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