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are referred to as algorithmic recourse. . & . (C1) DICE 0.0275 0.2670 0.0260
model shifts. Its explanations are
When recourse is applied, it may lead to shifts in 3 close to the decision boundary (C1) Wachter et al. 00854 02492 01535
the domain and model, we analyze such dynamics Z which makes them highly feasible. ez il 0.0401  0.1289 0.0195
for Wachter et al. [1] and DICE [2] generators = DICE can generate multiple CEs (C2 )Wachter et dl. 0.0919  0.1677 0.1190
’ ) for each factual instance. They are Real-world dataset: Give Me Some Credit
Our research question: what are the differences further from the original points 1) bice eawor a:i;“ e 021;:6 e ;1737
in the characteristics of the domain and model shifts T et e GIEPset . A et ' ' ' ‘
induced by the DiCE and Wachter et al. generators? T e ' It i (B0 1 (C1) Wachter et al. 00567  0.3724 02186
DICE model on Overlapping data Wachter model on Overlapping data (C2) DIiCE 0.1619 0.3422 0.0798
(C2 )Wachter et al. 0.0601 0.3444 0.0955
- Table 1. Comparison of the dynamics induced by the two generators.
M ethOds (C1) is Logistic Regression, (C2) is an ANN with 5 hidden neurons
Main metrics for the assessment of shifts: H H Wachter et al. generates feasible CEs that do not
*  Maximum Mean Discrepancy, a measure of the work well on linearly-separable domains.
distance P?twe?“ .the .kernel e embeddlr)gs DiCE induces much larger shifts on the real-world
of probability distributions p, g in a Reproducing datasets due to its dispersed counterfactuals.

Kernel Hilbert Space H. It is applied both on
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Figure 1. Recourse generated over 10 rounds with 5 counterfactuals per round on Overlapping data.

by the classifier (PP MMD).
MMDIF,p,q] = supser(Exlf ()] = E, [f()]).

» Disagreement Pseudo-distance, a measure of
the overlap between two hypothesis functions.

Disagreement(h, h") == Pry_p[h(X) # h'(X)].
Our experimental procedure:

— Train the classifier

|

— Update the dataset

On the real-world datasets (one of
these is shown in Figure 2) DICE
performs much worse than the
baseline. It fails to preserve the
data manifold. CEs of Wachter et
al. are clustered with positive
factual instances; DICE generates
clusters of counterfactuals.
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m Conclusions

Main findings:
» Both generators typically induce statistically
significant domain and model shifts.

» Type of the underlying model and the data
distribution influence the magnitude of shifts..

Future work:
» Large-scale comparison of recourse generators.

* Assessment in multi-class scenarios.
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