
Trust
• The experiment did not find evidence for the 

relationship between interdependence and trust 
development.

Collaboration Fluency
• The experiment did not reveal any correlations 

between interdependence and collaboration 
fluency.

• Although collaboration fluency and performance 
is not equivalent, they are closely related. 
However, the differences in this experiment is 
due to the nature of the environment setup 
(complementary required more waiting).

Limitations and Future Work
• Extend spectrum of interdependence conditions
• Analyze other objective measures (e.g. advice 

acceptance)

• Interdependence:  Relationships when multiple 
parties engage in joint activities 

• Trust violation: When a teammate makes an 
untrustworthy action, trust violations happen

• Trust repair strategies: To recover from 
competence-based trust violation, past research 
has found out that expressing regret and 
explaining why the trust violation occurred is the 
most effective trust repair strategy [1].

• Collaboration fluency: How well a team is 
coordinated and how much the process is 
smooth and natural in a joint activity [2]

How does full independence and 
complementary independence in 

HAT influence trust repair and 
collaboration fluency?

• The human and the agent (RescueBot) is given a 
search and rescue mission (see Figure 1). They 
have  to remove obstacles and rescue victims.

• RescueBot will alert the human about heavy rain 
in advance, but the warning may be wrong (see 
Figure 2). When it was wrong, RescueBot will try 
to recover trust with the message in Figure 3.

Trust
• Two-way Mixed ANOVA was conducted
• No interaction effect between condition and 

time but a main effect of time (p = 0.005). 
• Significant trust violation in [T1-T2] and recovery 

in  [T2-T3] in both conditions.

Collaboration Fluency
• Mann-Whitney test was conducted
• No statistically significant differences (p = 0.307).

Performance
• Mann-Whitney test was conducted
• Significant differences found for completeness 

(p = 0.009) and time (p < 0.001) but not score
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Figure 1. Screenshot of the environment in god view
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Subjective measures are measured through 
questionnaires. These are:
• Trust levels after each rain
• Collaboration fluency

Objective measures are logged automatically. 
These include:
• Score
• Completeness 
• Time taken
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My advice was wrong. The amount of rain 
was heavy instead of light and because of 

that my flood prediction was incorrect. 
I am really sorry.

Figure 3. The 
message RescueBot 
sends to repair trust

Figure 2.  The timeline of the round
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