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1 Background

Geo-distributed databases power many critical systems. It is
therefore important that they are tested well. However,
industry-standard benchmarks for these systems are currently
not sufficient[2]. In this research, we explore the potential of
using the DeathStar Movie benchmark[1] for testing
geo-distributed databases.

2 Research question

- How do geo-distributed databases perform on the
DeathStar Movie benchmark?

3 DeathStar Movie for databases

DeathStar Movie was originally designed to test microservice
systems. We modified it to extract just the relevant database
transactions, resulting in the following database schema:

username £ varchar .
reviews
first_name varchar . . .
- review_id £ integer
last_name varchar . .
user_id integer
password varchar -
movie_id varchar
user_id integer . .
- g req_id integer
reviews integer
g text varchar
title £ varchar timestamp integer
movie_id varchar

The workload consists of the NewReview transaction, which
fetches user and movie data and then creates a review.

4 Experiment

The experiment consisted of running six variants of the
benchmark on four different geo-distributed databases.
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The Baseline scenario shows that SLOG and Detock can be
outperformed by the "primitive” Calvin when hit with many
multi-region transactions.
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The Skew scenario shows the particular weakness of Janus to
high contention
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The Network Latency scenario shows Detock’s dramatic
performance reduction under increased latency.
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The Packet Loss scenario also sees Detock suffer when limited
by the network.
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The Scalability scenario reveals a performance sweet spot at
around 108 clients.
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The Sunflower scenario shows performance degradation when
data usage is skewed to one region.

5 Future work

= Experiments combining the effects of multiple scenarios.
= Experiments on a more realistic testing platform.

= Investigate Detock performance issues when running on a
limited network.

6 Conclusion

DeathStar Movie can be a valuable tool for benchmarking
geo-distributed databases. The experiments showed the
strengths and weaknesses of the different database systems.
Particularly, it showed Janus’ struggles with high contention and
Detock’s reliance on a performant network.
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