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 Deep regression networks are 
currently used for a variety of 
tasks that require prediction of 
continuous value

 Training deep neural networks 
requires vast resources, leading to 
outsourcing the training proces

 It is possible to train a model that 
behaves as usual on regular data, 
but maliciously changes the 
output when it detects a trigger in 
the input dat

 Backdoor attacks on deep 
classification networks have been 
studied thoroughly, but there is 
little work on attacks targeting 
regression networks

 How to define a backdoor attack for a 
regression model

 How well do backdoor attacks 
perform in regression settings

 Is it possible to perform the attack 
using a trigger that would not be 
detected by a manual inspection of 
the dataset?

Background

Methodology

Research Questions

 Train a baseline gaze-estimation [1] model using MPIIFaceGaze 
dataset [2]

 Implement the sinusoidal trigger and the randomized 
frequency domain trigge

 Train poisoned network
 Evaluate model performance on

 Normal data (no trigger
 Data with trigger



Findings

 Sinusoidal trigger backdoor achieved an average error of 4.4° 
on clean data and 0.22° on poisoned data across all 
experiment

 Randomized frequency domain backdoor retained 
performance on clean data and achieved attack success rates 
in the high 90s while remaining practically invisible to the 
human eye

Results for the randomized frequency domain backdoor
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Δ - strength of the pattern

ASR - attack success rate (% of predictions that fall 
within 5° of the target)

Conclusions and Future Work

 Gaze estimators are vulnerable to full image backdoor attacks
 Backdoor attacks on regression networks perform extremely 

well even if the trigger is practically invisibl
 This study highlights the need for defense mechanism against 

these kinds of attack
 Testing in real world scenarios is needed since this study was 

conducted on a normalized dataset with good lighting 
conditions


