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Overall, examples of very good and very bad
annotation practices were found. 
The quality of the annotaton practices vary a lot
from dataset to dataset.
Multi annotator overlap is especially important
for emotion datasets, because the ground truth
can be hard to determine. Individual humans
also perceive emotions differently from each
other [1]. The encountered multiple annotator
overlap is considered to be quite low.
Often, no information was given and
information on the dataset could also not be
found elsewhere. Further emphasizing the lack
of attention given to quality data collection and
annotation.
The annotations given to datasets differ a lot.
The field of affective computing could use
some unity in this, as this gives more clarity as
to what a well-performing model should be able
to predict. 

 

Datasets are hard to compare because the type
of data and the collection method of the data
differs so much from each other.
The datasets are only annotated by one person

  

5. Insights

A domain with potentially a huge societal
impact
The subjectivity of the domain. Individuals
see emotions differently from each other. [1]

 

What are current data collection and reporting
practices of human annotations in societally
impactful applications of machine learning
research in the area of affective computing?

Research Question1.

4. Results

2. Motivation

A literature review was performed on the 100
most cited papers on affective computing
research from the last 5 years.
To find these papers, a search string with
relevant keywords was entered into Scopus.
Keywords included for example 'emotion
recognition', 'sentiment analysis' or 'affect
classification'.
For the papers included in the study, questions
related to annotation practices were answered. A
similar approach was taken by Geiger et al [2]

3. Methodology 6. Limitations

7. ReferencesAnnotation practices in affective
computing are of varying quality

 

Annotation Practices in
Affective Computing

Research 
What are these automated systems actually

trained on?
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215 datasets in 100 papers

Most popular 4 datasets
appear about 20% in the

total count of 215.
Table 1: Type of data

Table 2:  Type of annotations

Expert annotation Training provided

Multiple annotator
overlap

Reporting of inter-
annotator agreement

In general, practices could and should be
improved.

Estimate amount of
annotators
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