
Final Proof
A proof that shows how one always needs the same amount of data to achieve a
DFA of certain size that recognizes an input for both the BlueFringe framework and
optimal methods.   

Key points:
Equivalence classes
Show that it is impossible to construct a dataset where this 

        is not the case
Only interested in finding if the characteristic samples are 

        equal in size as by definition the optimal method is at least as 
        small for this definition

This shows that data efficiency for learning DFAs is method independent.
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Conclusion

Heuristics can be on the same level as optimal
methods
Some heuristics can outperform optimal methods
BlueFringe as data efficient as the optimal
method under some restrictions
In the end no rule that applies universally, a very
simple answer

Future research will likely have to revolve around
expected / average performance of heuristics vs
optimal methods.

Methodology

Brainstorming
Reading literature 
Experiments to test
hypotheses
Discussions with supervisors
and peers
Coffee

ResultsObjective
We explore:

Do exact methods require less data
than heuristics?
Is the other way around true?
When and how much less?
Can this be proven mathematically?

Introduction

Automata learning aims to infer a deterministic finite automaton
(DFA) that models system behavior from sequence data. These
DFAs serve as interpretable surrogates for software analysis.
Guided by Occam’s Razor, minimal DFAs are preferred for their
simplicity and clarity.
Heuristic methods like EDSM and Alergia approximate minimal
DFAs, while exact methods (e.g., SAT-based) guarantee them.
This research asks: Do exact methods require less data to learn
correct models?.

A theoretical analysis of optimal
and heuristic methods for
DFA learning
How much less data is necessary to identify the correct model when exact minimal
methods are used as compared to heuristics?
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L = a → heuristic can be just as good
L =(abc)+ → heuristic can outperform
unless properly defined
Same dataset, different DFAs →
heuristic always possibly outperforms
(from a certain POV)
Plain EDSM always at least as good
BlueFringe as efficient as optimal


