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BACKGROUND RESULTS

Reinforcement Learning (RL): training
of machine learning models to make a
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A case of fatigue

EVALUATION

Table 3: Decision Efficiency Metrics

Markov Decision Process (MDP):
discrete-time stochastic control
process to model decision-making
problems

METHOD

Build an MDP model for the problem
- Use existing RL algorithms to
evaluate the performance
- Compare with the baseline policy

CONCLUSION

DQN and TRPO outperforms other algorithms

- A2C s the worst algorithm
More successful algorithms than baseline policy
Further improvements by trying more algorithms

- OpenAl Baselines algorithms: DQN, A2C,
TRPO

- 3 different metrics to evaluate

* Driving safety

* Driving comfort

* Decision efficiency
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Action Distribution by Fatigue Levels - Decision Tree
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Action Distribution by Fatigue Levels - DQN
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