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1. Introduction & Background

* Collaboration between
humans and robots in 2D
simulated firefighting
environment

e Semi-autonomous robot
assesses situation and
reports to human
supervisor

e Search, rescue &
extinguish operations done
by the robot

e Tasks implying moral
decisions are sensitive [1]

 Robot takes a decision If
the moral sensitivity less
than pre-defined threshold
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Figure 1: Simulated firefighting
nvironment
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2. Research Questions

How does the possibility of requesting additional on-demand
explanations, compared to receiving the already existing baseline
explanations, influence the level of trust of the human supervisor in the
robot?

 How do the on-demand explanations differ from the baseline
explanations?

 How often do users require on-demand explanations from the robot?

 Does the background of the users impact how frequently they require
explanations?

e |s the frequency of the request for additional information correlated to the
level of trust in the robot?

* Do the users still need more insight, even after receiving this extra
Information?

4. Results

Box Plot of WVarious Metrics by Condition
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Figure 3: Data distribution in baseline VS on-demand

Scatter Plot of Extra Info vs Capacity_trust (Condition 5)  High mean values for both
=02 conditions
p=0.2542
- * Low correlation between the
' frequency of request for on-
demand explanations and
overall trust and satisfaction

Capacity__trust

; ' ! e User’s background does not
. Impact frequency of requests

o Data analysis on dependent
4 2 4 : : variables resulted in no
wia e statistically relevant difference

. . between conditions
Figure 4: Correlation between on-demand

frequency requests and capacity trust

3. Method
Brutus: | have found &2 in the burning office 04. We should decide whether to first extinguish the V- I I t- I
fire, or evacuate the victim. Please make this decision as the predicted moral sensitivity (4.2) * IS u a’ eXp a'n a’ I O n S are O n y
exceeds my allocation threshold. Take as much time as you need. However, you can also reallocate .
the decision to me. If you wish to receive additional information, press the "Extra info" button™. d IS p I ayed O n Iy Wh e n th e
human: Extra info . I 't d ( E t - f y
Brutus: This is how much each feature contributed to the predicted sensitivity: I m p e m e n e X ra' I n O
o button Is pressed

e User study with 40
participants ( 20 interacted with
the baseline condition, 20 with
the on-demand)

Contribution to predicted sensitivity

e Capacity trust, moral trust,
explainable Al satisfaction,
disagreement rate measured
through a pre-defined
guestionnaire in Qualtrics

5. Discussion & Conclusions

 Consistently high scores of trust in the robot’s decision, of satisfaction
with the explanations, and low disagreement rate.

e Visual explanations might have caused information overload, reducing
their impact.

 The baseline version already had good levels of trust and satisfaction, so
the quality of the interaction was not significantly changed.

 Announcing the robot’s intended actions in advance could improve the
collaboration.

e Setting a higher moral sensitivity threshold could allow more decisions
and better trust exploration.

e User studies with more participants could provide more staistical data and
reveal differences
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