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An Important Problem

Machine learning libraries assume one, flat, tabular data structure
as input to the models

Growth in the volume of generated data has led to more unstruc-
tured representation of it (Data Lakes)[5]

Increasing impedance mismatch between the data representation
and the ML requirements has lead to the rise of importance of
data augmentation

Fig. 1: Typical data schema in modern analytical systems

Choosing too little or undesirable columns leads to low accuracy
of the model

An increase in the number of features leads to performance
penalty for the ML algorithms

Joins might be expensive and lead to data redundancy, causing
even more performance issues[3]

The Knowledge Gap

The problem of selecting features for ML models has been already
addressed extensively [4, 1, 2]. However, no major publication ex-
amines whether feature selection should account for the type of al-
gorithm that will consume the data. To target this niche, the publica-
tion tries to investigate:

What are the characteristics of the optimal features for the ran-
dom forest classifier?

The Algorithm

Greedy evaluation of importance of neighbouring tables

Sample joins to estimate partial correlation

Partial correlation to decide on whether to join or not

Fig. 2: PCADA’s pseudocode

Why Partial Correlation?

Multi-variable characteristics perform much better than uni-variable char-
acteristics at predicting features’ importance

There exists a trade-off between characteristic’s effectiveness and the time
needed to compute it

Partial correlation performed the best at estimating features’ importance

Fig. 3: Effectiveness of multi-variable characteristics

Performance

PCADA achieves similar accuracy to JoinAll approach, while taking
significantly less time to train.

Fig. 4: Accuracy and run time of PCADA for Titanic dataset

Improvements

Non-greedy approach - evaluating on whether to join or not,
based not only on the neighbouring table

Determination of optimal sample join ratio - sampling 1% may be
infeasible for large datasets

Evaluation of optimal characteristics for other ML models
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