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Datasets from related research

StandardScalar | RobustScaler |
MinMaxScaler | MaxAbsScaler | PCA
| Binarizer | PolynomialFeatures

PREPOC = 

VarianceThreshold | SelectKBest
| SelectPercentile | SelectFwe | RFE

FSELECT = 

DecisionTreeClassifier |
RandomForestClassifier |
GradientBoostingClassifier |
LogisticRegression |
KNeighborsClassifier

CLASSIF = 

VLSN is adequate 

6. Conclusions & 7. Future Work

MCTS is best
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Preprocessing and Feature Selection operators
don't improve performance, possibly because:2
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Used datasets don't need
preprocessing and feature selection

Limited training set during search
creates bias towards BFS

Default hyperparameters negate
preprocessing and feature selection

a

b

c

Broader range of datasets

Larger number of runs

Extend experiment using:1
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Reliability of pipeline evaluation
using a limited training set

Impact of adding hyperparameter
tuning for the operators,

Investigate the:2
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ML is very powerful!

2. Research Question

How good is Very Large-Scale
Neighbourhood search (VLSN)
at searching for high-performing
pipelines in a grammar,
compared to other algorithms?
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3 Stop after 100 pipelines

1 Training:validation:test = 70:15:15

2 Limited training set during search

4 10 runs per algorithm per dataset

Structure

Operators

wdbc dataset har datasetseeds dataset

Average accuracy and standard deviation achieved on ten runs by
different search algorithms on three datasets

BFS = Breadth-First Search
MH = Metropolis-Hastings
MCTS = Monte-Carlo Tree Search
A* = A* Search
GP = Genetic Programming
BFS2 = BFS with depth limit 2

Only 300.000 know how to use ML

AutoML aims to make that 7.8 BILLION
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