
Assessing Machine Learning Robustness to Sample Selection Bias
Evaluating the effectiveness of semi-supervised learning techniques

1. Introduction

In many real-world scenarios the data used to train a

machine learning model is not representative of the

entire population → sample selection bias

2. Methodology

1. Synthesize datasets
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3. Train following semi-supervised learning

techniques on the synthesized datasets:

• Self-Training [2]

• Co-Training [3]
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4. Evaluate performance using accuracy, F1 score

[4] and AUC-ROC score [5] on different dataset

instances and iterations while varying bias weight

and the unlabeled set size

Limited availability of labeled data is a common

challenge in practice. To address this, semi-

supervised learning [1] utilizes a small labeled

dataset along with a larger amount of unlabeled data.

These techniques will be used to mitigate sample

selection bias in this study.

3. Results
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4. Conclusion
2. Induce bias in the synthesized datasets

This study will investigate the following research

questions:

• How effectively do the synthetic datasets generated 

in this research manifest the intended bias? 

• How does the performance of self-training and co-

training adapt to varying levels of bias in the data?

• How does the performance of self-training and co-

training vary with different quantities of labeled data?

• Semi-supervised models outperform baseline

• Self-training outperforms co-training

• SVC outperforms Logistic Regression

Figure 1. This figure illustrates the training set after the partitioning into the training

set, unlabeled set, and test set. The figure on the left displays the training set after it

has been biased. The figure on the right depicts the data after applying the decision

boundary obtained through logistic regression [6]. The image on the left displays the

data points with their true labels with a unique color representing the class. The image

on the right displays the data points with their assigned labels based on the decision

boundary created through logistic regression.

Figure 2. This figure

showcases the average scores

of ten dataset instances trained

using ten iterations of the self-

training algorithm.

Figure 3. These figures present the mean scores obtained by splitting

the entire dataset into different proportions of labeled and unlabeled

data. The unlabeled data is utilized in conjunction with the labeled

biased training set for self-training. The size of the test set remains

constant at 100 samples throughout the experiment. The figure on the

left uses logistic regression, whereas the figure on the right uses

support vector classification (SVC) [7].

From figure 1 it can be observed that the upper right cluster is

misclassified as class 0 (mostly blue in the right figure), while originally

belonging to class 2 (green in left figure figure). These points have now a

different label than before, thus the decision boundary has been changed
due to the biasing as was intended.

From figure 2 it can be observed

that the bias weight does not

influence the performance of the

self-training model. Furthermore,

the figure demonstrates that the

self-training algorithm (displayed

with solid lines) surpasses the

baseline approach (displayed

with dashed lines).

From figure 3 it can be observed that the performance of the 

baseline and self-training using logistic regression decreases as 

the unlabeled set size increases. Furthermore, self-training 

outperforms the baseline in the figure on the left and matches and 

outperforms it in the figure on the right. Comparing both figures it 

can be concluded (based on the percentages on the y-axis) that 

SVC has overall a better performance than logistic regression.
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