Research Question

How does denocising of task fMRI data impact the
performance of visual stimulus reconstruction models?

Introduction
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Selected denoising
algorithms

+ Noise ceiling
« Muisance regression with constant and linear terms

« Component-based methods using kurtosis to identify
noise compaonents,

such as independent component analysis(ICA) and
principal component analysis(PCA)

+ A combination of the above

Method “

0, {only for subquestion 2) Add noise sampled from a
gaussian or a uniform distribution to the whole dataset

1. Apply a deneising pipeline (one or more denoising
algorithms chained together) to the full dataset)

2. Split the dataset into train and test sets for
cross-validation

3. Train the encoder and the decoder madels

4. Evaluate the model through a 5-way and a 10-way
ranking process invelving using the original image, the
reconstructed image and n-2 (given n-way process)
distractor images.

5. Calulate accuracy of the ranking process through
establishing how often the original image is ranked first
and score of the reconstructions - the average rank across
the test dataset

6. Evaluate the performance of denoising pipelines given
the score, as well as reconstructed images through manual
inspection
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Future Work

Future work should focus on efficiency of denoising algorithms under
varying dataset sizes and noise types, as well as model types, and
improving reproducibility and robustness of these methods in the
research community.

8

Results

The encoder model was trained for 50 epochs. The
decoder model was trained for 150 epochs for denoising
pipelines without added artificial noise and 30 epochs for
pipelines with added artificial noise.

The ranking process has been repeated 10 times per
experiment to improve replicability,
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