
3.Methodology
Evaluate the honest causal trees using synthetic data and the real-world data set IHDP

Simulated Data:

Yi =η(Xi )+0.5 (2Wi −1)τ(Xi )+ϵi  

i - individual
Yi - observed outcome 
η(Xi ) - mean outcome 
τ(Xi ) - CATE
Wi  - binary treatment
ϵi  - noise term

Real-World Data:
Infant Health and Development Program (IHDP) dataset - semi-synthetic version of a randomized control trial
moderately-sized benchmark: 747 observations, 25 covariates

Experiment Setup:
Vary one hyperparameter at a time, with values 

between 2 and 20
Use 3 models: Honest Causal Tree, Adaptive Causal 

Tree, and T-Learner
Compute out-of-sample MSE, variance, and bias
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1. Background
standard ML: focus on predicting outcome from features
causal ML: estimate treatment effects, how effects vary across
individuals [1]

CATE = E[Y(1) - Y(0) | X = x]

Y(1) - potential outcome if  an individual receives treatment
Y(0) - potential outcome if  an individual does not receive
treatment (control)
X=x - individual’s covariate profile

Honest Causal Trees
adaptation of  decision trees for causality [2]
sample splitting: 

half  used for building the tree structure
half  used for estimating treatment effects

2.Research Question
How do key hyperparameter choices, specifically maximum tree
depth and minimum leaf size, affect the accuracy and tendency to
overfit or underfit in CATE estimates produced by honest causal
decision trees, across both simulated and real-world data
settings?
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Expected Results:
U-shaped curve indicating bias-variance trade-off
Causal Trees will exhibit a flatter curve 
Increasing dimensionality will increase the MSE
Increasing the noise level will increase the MSE

4a. Results - Simulated Data 4b. Results - Real-World Data

Honest Causal Trees: better for high-dimensionality and
noisy environments

small maximum depth, large leaf size
Adaptive Causal Trees: better for low noise levels and
complex CATE structures

large maximum depth, small leaf size
T-Learner: strong performance across most DGPs

Honest Causal Trees consistently yielded the highest
MSE due to the sample splitting
Deeper trees tend to overfit due to fewer
observations in each leaf
More aggregated leaves improved CATE estimation
and generalization
Grid search showed the lowest MSE(0.6790) is when
both hyperparameters are set to 2

5. Discussion & Conclusion
Optimal hyperparameter configurations are dependent on the data characteristics
Accuracy of the CATE estimate can suffer due to honesty’s sample-splitting

Honest Causal Trees control variance well
Adaptive Causal Trees and the T-Learner reduce bias more effectively


