
MULTI-FLGANs: Multi Distributed Adversarial Networks 
for NON-IID distributed datasets.
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• Federated learning(FL) allow GANs to train using distributed client data.

• In a non-iid setting, federated learning GANs are unstable leading to model collapse and low-
quality images for increasing clients.

• MULTI-FLGAN uses cascades of generators and discriminators to train non-iid distributed data.

• MULTI-FLGAN is tested against AFLGAN, and baseline FLGAN for 2, 3, 5, 10, and 20 clients on 
MNIST and FMNIST.

Using X Discriminators, Y generators and N clients:
• Step 1:  Main server allocates X*Y Flus and X+Y G-sync and D-sync servers.
• Step 2:  Sync servers connect to respective FLU.
• Step 3:  FLUs create a partition for clients by replicating identical GANs.
• Step 4:  Sync servers send their Sync model to FLUs.
• Step 5:  Clients train their partition of models.
• Step 6:  FLU aggregates weights.
• Step 7:  Sync servers aggregate generator and discriminator weights of connected FLUs.
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MULTI-FLGAN produces high quality and diverse images

MULTI-FLGAN generates images that are very close to ground truth

• MULTI-FLGAN outperforms its competitors 
on MNIST and FMNIST

• MULTI-FLGAN is stable across 20 clients

• MULTI-FLGAN does not show mode 
collapse

• MULTI-FLGAN is computationally and 
memory intensive compared to baseline 
FLGAN.
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