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Introduction                                            Performance Metrics   
Automatic speech recognition (ASR) 

systems, like those powering virtual 

assistants and transcription services, 

often exhibit performance disparities 

based on the speaker's demographic. 

This study evaluates the performance 

of Meta's Massively Multilingual 

Speech (MMS) and OpenAI's Whisper 

on recognizing Dutch speech from 

native and non-native speakers. Using 

metrics such as Word Error Rate (WER), Character Error Rate (CER), and Word 

Information Lost (WIL), the study addresses biases in ASR performance.  

Research Questions 

1. How accurately do the ASR systems recognize native and non-native Dutch 

speakers? 

2. How does age affect the accuracy of the ASR systems? 

3. What types of errors do each ASR system make, in terms of insertion, deletion, 

and substitutions, and what are the performance differences, including accuracy 

and execution time, between the OpenAI Whisper and Meta MMS 

ASR systems? 

Methodology: 

Dataset:                     Workflow:    

Jasmin Corpus CGN: 

- Native Children (NC)     

- Native Teenagers (NT)  

- Native Elderly (NE)   

- Non-Native Teenagers (NNT) 

- Non-Native Adults (NNA) 

Models: 

- OpenAI Whisper-large-v3 

- Meta MMS-1b-all 

- Meta MMS-1b-fl102 

Speech Segmentation: 

 

Types of Errors 

Deletion (D)           Insertion (I)          Substitution (S) 

 

 

 

 

 

 

Word Error Rate (WER) and Character Error Rate (CER) 

𝑊𝐸𝑅 =
S+𝐷+𝐼

N
    and    𝐶𝐸𝑅 =

S+𝐷+𝐼

N
 

N is the total number of words (for WER) or characters (for CER) in the ground 

truth transcription. 

Word Information Lost (WIL) 

𝑊𝑖𝑙 = 1 −
H

N
 

where H is the number of correctly recognized words and N is the total number 

of words in the ground truth transcription. 

Example: 

Ground truth transcription I have a cat. 

Recognized transcription I have the cat. 

Results: 

WER, CER and WIL 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Performance and time 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Result of type of errors 

 

 

 

 

 

 

 

 

 

 

Conclusion: 

Whisper-large-v3 consistently performs better across various age groups and 

speech types compared to the MMS models. MMS-1b-all has a slight advantage 

in two CER metrics by a small margin, Teenager performs the best among others. 

 

MMS models demonstrate a significant advantage in processing efficiency, with 

much lower time values across all groups and speech types with acceptable 

performance. 

 

Whisper-large-v3 and MMS models tend to excel in different types of errors, with 

Whisper-large-v3 being better at minimizing deletions and substitutions, while 

MMS-1b-all performs well in reducing insertions. 


