
Understanding Risk Extrapolation and 
when it finds Invariant Relationships

Background

We try to contribute to the problem of Out-of-domain 
generalization by finding a modal that generalizes well 
over unseen domains. 

For example, recognizing animals (𝑌 = 𝑐𝑜𝑤) like in 
figure 1. The model needs to learn the invariant 
features (𝑋! = ℎ𝑖𝑑𝑒) and ignore spurious features (𝑋"=
𝑠𝑐𝑒𝑛𝑒𝑟𝑦). A confounder (𝐻 = light) randomly influences 
a domain. The scenery change is called domain shift.

Risk Extrapolation1 (REx) finds invariant relationships 
by equalizing the risk across training domains by:
1. Reducing training risks
2. Increasing similarity of training risks

Research Question

When is Rex able to learn an invariant relationship in a 
synthetic dataset, and when does it fail to do so?
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Method

1. Find out what invariant relationships are and what 
REx and similar methods do to find them.

2. Create synthetic datasets that expose REx to 4 
common domain shifts2 (top of figure 3).

3. Perform experiments to test the influence of the 
number of samples and the training domains

4. Compare to Invariant Risk Minimization3 (IRM) and 
Empirical Risk Minimization4 (ERM).
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Results
We test the methods in all 4 shifts on the sample 
complexity (figures 2 and 3), domain distance in 
figure 4A (i.e. the difference in distribution), and 
quantity of training domains within a fixed 
domain interval (figure 4B). 
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Conclusions

REx performs better for invariant prediction in 
situations with larger sample sizes (figure 2B) 
and training domain distance (figure 4A). In 
which the latter results in more significant 
differences. If these criteria are met, REx 
performs equivalently in all four distributional 
shifts (figure 3, row 1). 

Compared to IRM and ERM, REx is more robust to 
shifting the average distributional variance in 
the training domains (figure 4B). Rex also 
asymptotically outperforms the methods in the 
more complex distributional shifts, such as the 
hybrid shift (figure 2A). The other shifts generally 
favour IRM and ERM. Experiments are limited by 
input vector size and the number of repetitions.
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Domain 2: desert scenery
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Domain 1: grass scenery
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REx, IRM, and     ERM for 1000 samples in HB

REx, IRM, and     ERM for sample complexity
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Figure 3:  model estimation error ± standard error for data models with 2000 samples

Figure 1: Example training (1) and testing (2) domain

Figure 2: Sample complexity experiment

Figure 4: Domain distance and quantity of training domains experiment
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