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Server shares global model with chosen clients. 1.
Client trains model with local data. 2.
Client shares model updates with server. 3.
Server aggregates model updates. 4.
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Graph 3: The attack works against five state-of-
the-art defense mechanisms.
Graph 4: The attack is trained up to epoch 500,
afterwards no more attacks are done. The
backdoor retains around 70% backdoor accuracy
even after 1000 epochs of no attacks. 
Graph 5: The attack performs better when
launched closer to convergence, up to a factor 20
difference. 
Graph 6: Character rarity in the dataset is directly
correlated with performance. The single-
character strike relies on rare characters to
function.

This main research question is: What are the properties
of the single-character strike?

The properties of the single-character strike were
researched using experimental analysis. 
A Federated Learning system was simulated
running a sentiment analysis task on a twitter
dataset containing 1.6 million tweets. 
This system contains adversarial clients running
the single-character strike. The goal of those
clients was to assign a negative sentiment to
tweets containing a specific character (e.g. ÿ). This
was done by training on a customised dataset.

Distributed Learning is growing in popularity in
businesses and research.
Federated Learning is a privacy preserving
distributed learning paradigm that allows
multiple devices to train a model together
without ever sharing the data. 
This paradigm works particularly well for natural
language processing tasks, due to mobile phones
having access to a lot of high-quality text and
speech data.
However, the collaborative nature of federated
learning introduces several security
vulnerabilities. 

The single-character strike is effective and hard
to detect, being unaffected by five state-of-the-
art defenses. 
The effect on global model accuracy is limited
(~2%). 
The strike excels in robustness, retaining 70%
backdoor accuracy after 1000 iterations of not
training. 
Performance is better closer to convergence, up
to a factor 20 difference. 
The strike trains slower but is stealthier
compared to attacks in the same domain. 
Performance is higher with more adversaries
and higher attacking frequencies.
The single-character strike relies on a character  
rarely occurring in the dataset to function.
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This research addresses the existing research
gap in the federated learning natural language
processing domain[1] by introducing a new
backdoor attack, the single-character strike.
The single-character strike is used by
adversarial clients to influence the global model
with malicious model updates.
Using experimental analysis, the single-
character strike excels in imperceptibility and
robustness.
By introducing this effective attack, an argument
is presented against the open question: can
federated learning be robust again backdoor
attacks?

Figure 2: Fragment of customised dataset

The characteristic of federated learning that no
datapoints are ever shared between client and
server, limits effective security measures
significantly. Therefore, the author questions
whether the algorithm can be made to be robust
against adversaries.
For future work, adaptation to large-language
models would allow for more versatile character
embeddings, and would likely lead to an
improved attack. 
Moreover, the inability of current defences to
detect or negatively influence the effectiveness
of the attack, calls for the creation of an effective
defence.


