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Responsible Professor

Input: “What did you eat today for :

lunch? Did you like it?”

2. Input distortion New input: But you ate rice for dinner
“What did you eat today for yesterday, not meat...

lunch? Did you like it?”

“What did you eat yesterday for
lunch?”

1. Memory distortion 3. Response generation 4. Memory update

- Today, you ate fish soup for « Relevant memory: Yesterday, New input: “But you ate rice for
lunch. you ate meat for lunch. dinner yesterday, not meat...”

Can pre-trained LLMs effectively simulate accurate + Yesterday, you ate rice for + Input: What did you eat

. .. . dinner. yesterday for lunch?
personas of PwD, providing a foundation for -
+ You don’t remember what you ‘Oh, yesterday I eats... that New memories:

appl ications such as testin g a sto rytell N g ro bot ate for lunch today. thing... what was it called again? + You don’t remember what you
. « Yesterday, you ate meat for Meat? Yes, I think that’s it...” ate for lunch today.
desi agn ed for them? lunch, + Yesterday, you ate rice for

lunch.

2. Research Question

5. Future work
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« Experiment with fine-tuning techniques to enhance persona accuracy.

- Integrate a system for personas to self-report their own enjoyability and engagement
levels during the activity.

« Conduct deeper evaluations of personas, focusing on their effectiveness as testing
tools.
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