
- Within Artificial Intelligence (AI), the 
exponential rise of different models has opened 
many opportunities for assistance and 
automation, for example in self-automated 
driving, in the medical sector and media, with 
an urgent need to address issues such as 
transparency, trust and accountability in case of 
harmful impact. 
- Additionally, they might need to make critical 
decisions in dangerous situations. In general, 
the black-box nature of AI models inhibits the 
access to crucial information.

    1. Background

2. Motivation and Research 
Question

- Explainable AI (XAI) techniques have been 
developed to tackle such issues by providing 
interpretability and safety. The recent research 
interests in this domain has led to a development 
of a taxonomy where two fundamental categories 
are distinguished: model-agnostic and 
model-specific techniques. The first type applies 
when the technique can be used generally. The 
second category is for techniques in focus of a AI 
technique in particular. It is thus worthwhile to 
focus research to one domain and evaluate the 
efficiency of different techniques in respect of 
intended purposes. This might help users to 
choose an appropriate technique depending on 
context. Our question is: How are 
model-specific XAI techniques evaluated ?

-We need to investigate the different metrics that can be 
assessed to ensure the expected behaviour of criteria in a 
literature review and compare their importance and 
trade-offs. 
- Then, we can investigate the evaluation of five state-of-the 
art model-specific methods with regards of those metrics. 
Table 2 summarizes the techniques.
- Given the insights on the first part of the investigation, we 
can compare the five evaluation processes and make 
judgements.

  3. Methodology

- Three types of metrics: functionally grounded, 
human-grounded and application grounded. Table 1 
summarizes the differences and metrics for each category.
-  We identified trade-offs between interpretability and fidelity 
and the importance of evaluating several criteria.
- Most evaluations are based on functionally grounded 
metrics as human and application grounded metrics are 
costly. Fidelity is the prioritized metric. Table 2 summarizes 
the evaluation of the five techniques.  
- Tools for evaluation are diverse and can new ones can be 
defined for a specific technique.

4. Results

Investigation of the evaluation techniques and 
tools used for model-specific XAI models
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fig 1. Explainable AI

fig 2. Taxonomy of XAI

fig 3. Concepts of Explainability

5. Limitations, Future Work
-There are neglected tools of evaluation, notably concerning 
the robustness.
- There is a lack of a rigorous human or application 
grounded evaluation to assess the general subjective quality 
of explanation.
- Future work can focus on specific assessment of several 
techniques by researchers who have the material means ( e. 
g. human subjects) and on standardization for the process.

Table 1: Taxonomy of the evaluation with three categories. Task refers to what is being directly 
assessed, Proxy meaning a mediate task to assess a specific property. The subject refers to the agent 

for the task.

Table 2: Evaluation of five model-specific techniques with their overview 
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