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Introduction

A quantum network uses entangled states to enable communication between quantum proces-

sors [1]. Entangled states (links) are a quantum network resource [2].

Figure 1. The fidelity of entanglement links in quantum memory decays exponentially. Courtesy of B. Davies.

Network Model

Quantum generation protocol (p, F )

Probability of success (p): success rate of generation

Link fidelity (F ): how close is the link to the true Bell state

Figure 2. Process that attempts entanglement link generation at each time step. Courtesy of B. Davies.
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Research Questions

Questions

1. How to produce an optimal policy for generating n links by choosing from multiple
protocols (pi, Fi) at each time step?

2. What improvement does the adaptive optimal policy offer over a static process?

Methodology: Markov Decision Process

A Markov decision process is defined by a

state space S , an action space A, transition
probability p, and value function V [3].

Fidelity discretisation

Model fidelity dependent on the probability

of success for the given protocol [4]:

(pi, Fi) | Fi = 1 − λpi. (2)

Fidelity discretised using the time ti each
generated link lives in memory (TTL) [2].

Figure 3. Markov decision process, courtesy of [5].

MDP definition

1. State space S = {Li = {t1, t2, ..., tm} | m ∈ [0, n], ti ∈ (0, max ti]}.
2. Action space A = {pi | pi ∈ (0, 1)}.

Bellman equation

Vπ(s) = −1 +
∑
s′∈S

P (s′|s, π) × Vπ(s′), ∀s ∈ S. (3)

Results: Policy Structure

Figure 4. Actions picked by the optimal policy for all possible link counts in memory when n = 7. As the number of
links in memory increases, the optimal algorithm picks protocols with higher probability pi.

Results: Adaptive Policy Comparison

(a) Mean runtime of the optimal policy π vs. the
best static policy (p = 0.2) for generating n links.
Vertical lines show standard error.

(b) Ratio of mean runtime: optimal policy vs. policy

using maximum allowable probability at each step.

Vertical lines show standard error.

Conclusions

The optimal policies gradually shift from actions with lower probability to actions with higher

probability as the number of links in memory increases;

As the number of required links increases, the gap between the optimal policy and our

heuristic policy increases because the heuristic fails to capture the complexity of the process.

Limitations

We consider applications that require

only up to seven links due to the

exponentially large cost of solving the

MDP for larger search spaces;

We have not considered any differences

in the process time steps.

Figure 6. The number of MDP states grows with

the number of required links in memory.

References

[1] S. Wehner, D. Elkouss, and R. Hanson, “Quantum internet: A vision for the road ahead,” Science, vol. 362, p. eaam9288, Oct. 2018.

[2] B. Davies, T. Beauchamp, G. Vardoyan, and S. Wehner, “Tools for the analysis of quantum protocols requiring state generation within a

time window,” IEEE Transactions on Quantum Engineering, pp. 1–20, 2024. Conference Name: IEEE Transactions on Quantum

Engineering.

[3] Y. Wang, “Markov chains and markov decision processes,” May 2022.

[4] H. Bernien, B. Hensen, W. Pfaff, G. Koolstra, M. S. Blok, L. Robledo, T. H. Taminiau, M. Markham, D. J. Twitchen, L. Childress, and

R. Hanson, “Heralded entanglement between solid-state qubits separated by three metres,” Nature, vol. 497, pp. 86–90, May 2013.

[5] Waldoalvarez, “Markov decision process.” https://en.wikipedia.org/wiki/Markov_decision_process, 2024. Accessed:
2024-06-24.

www.tudelft.nl Delft, the Netherlands b.g.goranov@student.tudelft.nl

https://en.wikipedia.org/wiki/Markov_decision_process
https://www.tudelft.nl
mailto:b.g.goranov@student.tudelft.nl

