
Dataset used:
Moral

Foundation
Twitter Corpus

II. Method

                Evaluating the transferability of state-of-the-art models in predicting moral values

Alin Dondera – CSE 3000 Research Project – Supervised by Enrico Liscio, Pradeep Murukannaiah

I. Background III. Experiments and results

IV. Conclusions V. References

Moral values are the abstract motivations that define what is right or wrong
Moral values can be expressed in terms of five moral foundations [1]
A natural environment for analyzing morality is social media by employing
Natural Language Processing (NLP) techniques
Research gap: No study approaches the problem of transferability across
domains of the studied models 
Motivation: Transferable models require less data, less resources and
usually lead to better performance
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Each of the 7 sub-datasets will be chosen as the target domain, with the
other 6 making up the source domain

No pre-train - Only train on the target domain
Simple - Only train on the source domain
Train-all - Train on a combination of the source and target domains
Fine-tune - Firstly train on the source domain, then train on target domain

Evaluating transferability: Train a model on the source domain, use it to label
the target domain and report performance through the Macro F1-score

Three evaluated models: LSTM [3], FastText [4] and BERT [5]
Four different experiments:

All models obtain a significant increase in performance by pre-training
BERT outperforms both FastText and LSTM in all experiments
BERT can generalize well to target domains
Some domains are easier to predict than others
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