
Introduction

Recommender systems via collaborative filtering (CF) 
are a crucial part in many applications, such as social 
media apps, media streaming services, and many more.
Graph Neural Networks (GNNs) are effective for 
creating such CF models, as they model relational data 
as a graph naturally.
coVariance Neural Networks (VNNs) [1,2] are GNNs 
that define graph connectivity by using the sample 
covariance matrix.
VNNs are able to capture non-linear relations better 
and are more stable to data perturbations than PCA.
The Precision Matrix (the inverse of the covariance 
matrix) captures conditional dependence between 
users.
Since not all covariance matrices are invertible, the 
Precision Matrix has to be estimated using Graphical 
Lasso.
By sparsifying the estimated Precision Matrix, noisy 
estimates are being filtered out, and computational 
complexity improves.
The performance and computational complexity of 
using the sparsified Precision Matrix in a GNN 
recommender system are being evaluated.

Background
For estimationg the Precision Matrix, Graphical Lasso is used. Graphical Lasso uses the 
following minimization objective derived from a multivarate gaussian distribution to 
estimate the precision matrix:

The Log determinant term ensures estimated precision matrix has large enough 
eigenvalues, making it numerically stable
The Data fitting term makes sure the estimated precision matrix closely relates to the 
covariancem matrix
The Sparsity penalty term sparsifies the precision matrix, by driving some values in the 
L1-norm to zero.
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Background
For estimating the Precision Matrix, Graphical Lasso is used. Graphical Lasso uses the 
following minimization objective derived from a multivariate gaussian distribution to 
estimate the precision matrix:

The Log determinant term ensures the estimated precision matrix has large enough 
eigenvalues, making it numerically stable.
The Data fitting term ensures the estimated precision matrix closely relates to the 
covariance matrix.
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Dataset
The dataset used is MovieLens-100K [3], which contains movie 
ratings between 1 and 5, with a total of 943 users and 1682 
movies.

Methods

Performance
Because the user-preference data is sparse, the estimated 
precision matrix contains a lot of noise. This results in overfitting 
on the training data, shown by the large gap in Train and Test 
RMSE. When sparsifying, the noise gets filtered out, resulting in 
improved Test RMSE (visible at the dip).

Time complexity
The runtime of the training process significantly reduces with 
higher levels of sparsification, and maps directly to the number 
of non-zero elements in the precision matrix.

Because data is sparse, the precision matrix estimate 
contains a lot of noise.
After sparsifying, both performance and computational 
complexity improved significantly.
Further work is needed to evaluate performance on denser 
datasets.

Visualization of GNN matrix reconstruction strategy

In the preprocessing phase, all movie ratings are 
normalized between -1 and 1.
The data is then split into training / validation / testing 
sets with ratios 80% / 10% / 10%.
The precision matrix for the users is being estimated 
using the regression-based Graphical Lasso model on the 
training data.
The GNN learning strategy uses a matrix reconstruction 
approach, where 30% of the ratings are masked, and the 
GNN is tasked to predict these masked ratings.
For evaluation, the RMSE metric is used.


