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Context

• Readability = how well can a text be understood
by its readers;

• Transformer models = neural networks which rely
on attention mechanisms, thus not needing recur-
rence and convolutions [1];

• Transformer models generally achieve better results
than most other readability assessment tools [2;3];

• We chose five models: the standalone readability
model ReadNet, and models based on the BERT,
RoBERTa, BART, and GPT-2 architectures.

Motivation

• Understanding how well trans-
former models perform in differ-
ent situations is essential for de-
ciding when to use each readabil-
ity tool in order to get optimal
results;

• It is unclear which classes of text
difficulty each model performs
best and worst on;

• There are no empirical works
which compare and contrast

ReadNet to other transformers;
• The GPT family of transformers

has never been tested in readabil-
ity assessment;

• Research question:

What are the strengths and
weaknesses of various trans-
former models used for read-
ability assessment?

Experiment

I Fine-tuned BERT, RoBERTa, BART, and
GPT-2 for readability assessment;

II Pre-processed and downsampled WeeBit;
III Trained the fine-tuned models and Read-

Net on WeeBit;
IV Evaluated the performance of the models, as

well as of the baseline, the Flesch-Kincaid
grade level formula, using accuracy and
RMSE.

Findings

Figure 1: Accuracy per age bracket

• The fine-tuned BERT, RoBERTa, BART, and GPT-2 mod-
els are better than the baseline on all labels;

• RoBERTa and BART are the best options for lower age texts
(7-10), and BERT and GPT-2 for higher age texts (11-16);

• RoBERTa and BART’s consistency makes them best overall;
• GPT-2 is suitable for readability assessment;
• ReadNet’s performance was way poorer than in the paper that

introduced it [2];
• Lower accuracies were achieved by BERT, RoBERTa, and

BART than what previous research claims [3];
• BERT’s predictions tended to be the closes to the actual la-

bels, even in some cases in which other models achieved higher
accuracy scores.

Conclusions and Limitations

• All models exhibited certain strengths and
weaknesses;

• ReadNet may be more suitable for binary clas-
sification tasks, so future research could find
ways to boost its performance when ran on
datasets with many labels;

• We concentrated on one corpus, future re-
search will hopefully analyze the models’ per-
formance on several corpora.
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