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1. Introduction
• Continual Learning: Model keeps get-
ting new data from a new distribution or
a new task.

• Plasticity: Model’s ability to adapt to the
changes and keep learning at the same ef-
ficiency level.

Symptoms of the loss of plasticity: dead neu-
rons, saturated neurons, high weight mag-
nitude average.
To remedy loss of plasticity:

• StandardMachine Learningmethods, such
as standard backpropagation (BP), or L2
regularization (L2)

• Shrink and Perturb (SnP)
• Continual Backpropagation (CBP)
• CBP variations with L2 (CBP+L2) or SnP
(CBP+SnP)

2. Utility scores
Utility scores evaluate neuron usefulness with
the formula by Dohare et al. [1]:
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Utility score distribution: Binned histogram
with utility scores on the x-axis and their fre-
quencies on the y-axis.

0 0.25 0.5
0

25

50

75

0.0 0.5 1.0
0

2.5

5

7.5

10

Artificial examples of distributions

3. Researchqestion
What are the effective utility score distributions for continual learning?
Motivation. Previous research has not looked into utility scores and their relation to the algorithm performance.

4. Slowly-Changing Regression
• Input: 𝑥1...𝑥 𝑓︸ ︷︷ ︸

flipping bits

𝑥 𝑓 +1...𝑥𝑚︸    ︷︷    ︸
random bits

.

• Outputs are generated by a more complex network.
• Flipping bits flip only every T iterations.
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5. Conclusions
• Utility scores and their distributions provide a new angle for analysis of plasticity and an additional explanation for its loss.
• In general, more evenly distributed utilities with low number of scores close to zero correspond to the algorithms that perform better.
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