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Abstract

This research examines transparency between
ICASSP conference papers and the dataset docu-
mentations related to the datasets’ annotation prac-
tices. Top-cited 5 papers and 51 unique resources
in total were considered. All of the selected papers
utilized at least one dataset. For every paper, an ex-
tensive metadata search has done to reach the initial
datasource of those datasets. These searches hap-
pened both within the paper contents such as sec-
tions and references along with outside the paper
contents through the way of extensive web queries.
Analysis of the papers published from 2021 and
2022 and their relevant datasets revealed varying
levels of transparency. Original dataset creators
provide comprehensive information, while papers
using modified datasets offer limited details on ini-
tial annotations. Emphasizing the need for ac-
countability, this study suggests that papers utiliz-
ing datasets should trace back to the initial dataset
and provide explicit comments. The findings un-
derscore the importance of ensuring sufficient in-
formation in initial datasets and promoting trans-
parency and traceability in dataset annotation prac-
tices within the ICASSP community.

1 Introduction
Audio machine learning is important because many people
are integrating their lives through using audio services. More
than 515 million people are using Spotify within their daily
life 1. Voice assistants are becoming popular [27] and mo-
bile phones and computers are already using noise pollution
reductions via the apps such as Zoom2 and Google Meet3.

For those services benefiting from machine learning to
work properly, they are highly dependent on the dataset pro-
vided [29]. If the dataset contains substantial amount of er-
rors, the algorithm would be doomed to produce incorrect re-
sults. Thus, the dataset provided has a significant impact on
the success of the outcomes. Dataset quality can be divided
into different categories one of which is related to the an-
notation practices. According to Geiger et al.’s research, it
has been shown that annotations are poorly reported in one
field, and the poor quality in annotations leads to misleading
results [67]. The absence of information regarding the anno-
tation methods of the dataset presents a significant issue as
it hinders the reader’s ability to promptly assess its quality.
In addition, Gabelica et al. report in an extensive search that
93% of the authors who promised in the paper to provide their

1https://www.reuters.com/technology/spotifys-monthly-
active-users-rise-above-500-million-beats-estimate-2023-04-
25/#: :text=The%20company%20forecast%20monthly%20active,
expansion%20into%20podcasts%20and%20audiobooks

2https://support.zoom.us/hc/en-us/articles/360046244692-
Configuring-professional-audio-settings-for-Zoom-Meetings

3https://support.google.com/meet/answer/9919960

datasets upon request declined or did not respond to those re-
quests [20].

According to our background research, the work exam-
ining the reporting practices and availability of audio data
annotations has thus far not been conducted. In addition,
a research analysing the timeline of datasets and datasets’
documentation on their annotation practices has not found.
Hence, the research question is: to what degree is audio ma-
chine learning data transparent and clearly reported in cur-
rent, highly cited work and how the reporting practices in
terms of their annotations differ in dataset’s timeline?

Geiger et al.’s paper on annotation practices [68] serves
as an inspiration for our research. In this current paper,
we present the annotation practices within the context of a
highly cited audio signal processing and machine learning
venue, namely the International Conference on Acoustics,
Speech, and Signal Processing (ICASSP), for the years 2021
and 2022. The objective is to further evaluate the validity
of Geiger et al.’s findings in the field of audio signal pro-
cessing and machine learning on 5 top-cited papers, display-
ing the changes of reporting techniques in different resources
and providing our insights on the metadata search strategies
within different types of resources in tracing to the initial
original datasets. ICASSP venue is chosen due to the fact
that its popularity on audio signal processing and machine
learning. In addition, its main language is English, therefore
the papers and the related materials published would be in
the English language which the authors of this paper are flu-
ent in. The chosen year range is intended to encompass the
venue’s most recent works while the citation count is utilized
as a criterion for selecting the most impactful studies. Specif-
ically, the first stages of this current paper is inspired by a
systematic review focusing on the chosen venue during the
aforementioned time frame. The later stages are more related
to metadata search in different types of resources until suffi-
cient information is collected with regards to the initial origi-
nal datasets. These metasearches happen through both within
the resources(reading the sections and looking through fig-
ures, tables references) and outside of the sources through
querying the terms, technologies and datasets utilized.

A systematic review analyzes and summarizes data from
published studies to draw refined conclusions. In a typical
systematic review, the collection of published studies are ex-
amined and documented. The search happens in those pri-
marily selected set and it is reported based on the information
given within those. The main idea within those is to pro-
vide an overview of the subject under investigation. However
within this current search, the main objective is to understand
the change of annotation practices between the initial cre-
ators and the academic users of those datasets. Therefore,
it is significant to dive into the search of the initial dataset
rather than broadly analyse the papers utilising datasets as an
individual body of work representing those datasets. The cur-
rent methodology this paper represents is to comprehensively
identify datasets and the associated technologies that bene-
fit from these datasets. Furthermore, the crucial point of this
research is to obtain detailed information with regards to the



primary sources of those datasets.

The paper is organized as follows: Section 2 presents the
methodology utilized within the paper. It starts with inform-
ing the literature search for the main papers considered, then
it continues with the questions that were answered through-
out the investigation. It is concluded by diving deep into the
dataset search strategy per paper by exhibiting and explain-
ing a flowchart. Section 3 displays the results of the ques-
tionnaire in a statistical manner grouped by the relevant re-
source type. Section 4 is the discussion of the given results.
Analysis along with the additional comments on the results
are portrayed there. Section 5 presents the limitations. Later,
the comments on the reproducibility are given in Section 6
as ’Responsible Research’. All of the process,findings,results
and analysis related materials can be found in the supported
material’s link [65].

2 Methodology
This section describes the extensive investigation process uti-
lized for the metadata mining on audio datasets. The first
step of gathering the initial academic papers and answering
the relevant survey questions is inspired by systematic review
methods, while the extensive search is done through diving
deep into the web queries.

The literature selection was through the Scopus4 website.
The search query was filtered to contain only the conference
papers from ICASSP in 2021 and 2022. All of the papers
were ordered in descending order of their citation numbers
and the first 5 of them were chosen for this research. The
complete list of the papers selected along with the resources
that are connected can be found in Table 1.

The questions that inspired the process are explained in
the ‘Initial Question Set’ subsection while the questions that
arose from our process are explained in the ‘Additional Ques-
tions’ subsection. The investigation process as a flowchart is
shown and explained in the ’Process’ subsection.

Complete list of questions utilized can be found in Ap-
pendix A. And the complete list of answers can be found in
the GitHub page 5.

2.1 Initial question set
Geiger et al.’s questions are utilized as an inspiration to our
research due to their coverage in terms of information on an-
notation practices. Their questions are revealing on the anno-
tation practice utilized and are good in terms of determining
the quality of the annotation along with the dataset utilized.
Some important questions are analyzed below.

Did they use human annotations as labels?
There are several annotation practices such as automatic an-
notation [21], rule-based annotation [13] and transfer learn-
ing [44] which does not involve human labelling. This ques-
tion asks whether the dataset is labelled by humans or a ma-
chine. This question is crucial because the researcher must

4https://www.scopus.com/home.uri
5https://github.com/DogaTascilar/AnnotationPracticesICASSP

find the information that describes the initial dataset’s anno-
tation practices in order to be able to answer it.

Did they use original human annotations?
The ‘original’ adjective refers to a dataset being unmodified.
If the dataset is edited, filtered, extra datapoints are added or
combined with a different dataset at any point, it is not con-
sidered as a dataset using original human annotations. This
question is significant in the sense that it reveals the dataset’s
timeline while guiding the researcher to search for the initial
dataset. The additional dimension of time helps the research
to further understand the process of this dataset such as how
it started, what modification are done in which stages with
which intentions. It is significant to note those findings when
deciding on how transparent and how much quality does the
dataset utilized represents. Furthermore, when the resource is
marked ‘no’ to this question, it shows that it is not the initial
dataset. Thus, the researcher needs to search further.

Who were the annotators?
This question asks the specification on the annotators. The
annotators’ profession or the level of knowledge is impor-
tant when the annotated task requires significant amount of
knowledge. To exemplify, if the speech corpus contains
Japanese speech, the annotators need to be able to understand
it perfectly. If the speech corpus contains the audio from a
lecture from an international microbiology conference, the
annotators need to be familiar with the jargon. Thus, this
question reveals whether the annotators have sufficient quali-
fications to annotate the data.

Were there formal instructions for annotators?
Formal instructions define how the annotation process hap-
pens and what are the parts that the annotator should be care-
ful about. It also describes how edge cases are handled and
has a section on frequently misunderstood/asked parts. It is
a guide to the annotators and this question reveals if the in-
structors take any type of precaution to keep their annotation
process consistent. Having a formal instructions increases the
reliability of the annotations.

2.2 Additional Questions
Those questions are created and added to the questionnaire
by the author of this paper. They are based on the necessi-
ties of deducing the results along with helping to increase the
reproducibility of the research. These additional questions
are necessary because they cover various types of resources
while Geiger et al.’s questions only considers academic pa-
pers. Several important additional questions can be found be-
low.

What are the website links representing or explaining
the resource?
There might be more than one resource giving information on
the annotation practices, with this question, the researcher is
able to provide all of the relevant information sources that are
looked at. This question is significant to help increasing the
reproducibility of the research because it displays the specific
resources the current researcher has read.



Figure 1: It represents the search strategy followed for one paper.

What is the type of the resource? (ini-
tial/modified/combined/model)
The resources are varied and the resource might be presenting
an initial dataset, a dataset which is a modified version of
another dataset, a dataset combining multiple datasets or a
model which is pre-trained by a dataset. These encompass
the possible representations a resource within this research.
In this question, the researcher is expected to deduce the
category the resource belongs to.

Shortly describe the resource.
This open ended question enables the researcher to concisely
articulate the representation of the resource. This question
helps the researcher to effectively preserve the information
about the investigated resource for future reference. summa-
rize the key points and while enabling the researcher to in-
clude supplementary information.

(Optional) Do you have any additional comments?
This question is left optional because the researcher is only
expected to answer it only if there is anything significant to
report in the research. The researcher can express her/his sub-
jective opinion on the resource looked at. This question is
also good for the analysis phase.

2.3 Process
The process of gathering the resources is recursive instead
of iterative which indicates that based on the connections
between the paper selected and the dataset(s), the research
process increases exponentially. The ’recursive’ indicates
that each resource that is reached through the investigation is
treated as an initial search point. Thus, the resources found in
different depths are investigated the same way. To elaborate,
in this search the paper is not the main focus but a starting
point. Owing to the fact that the real search starts with the
paper, the paper guides the researcher to look for the tech-
nologies which are human-labelled datasets or a technology
utilising those such as a pre-trained model. Through there,
the researcher tracks the timeline of the dataset to observe its
creation along with the modifications, and how these might
result into possible inconsistencies.

To better explain the structure of the search, Figure 1 rep-
resents the process flowchart. Different points in the chart are
explained in their relevant subsections.

Main Paper Actions
Within this process point, the main paper is selected from the
most cited ICASSP papers. Only this part is inspired by sys-
tematic surveys. The paper is read and the researcher answers
the survey questions accordingly. The possible dataset con-
taining resources (datasets or pre-trained models/algorithms)
are recorded in a list by their names or titles. If the paper
refers them explicitly, the references are also recorded.

Checks
This decision point represents the list’s emptiness. If the list
that was initially created in the above section is empty, the
research process for that literature paper ends. Otherwise, it
is forwarded to the ’Resource Actions’.

Resource Actions
Within this process point, one resource is selected from the
list. The relevant links and search queries are done to gather
information with regards to the resource. If the previous re-
source has already referenced this current resource, that ref-
erence has checked. After finding all of the relevant links
representing that resource, the resource is forwarded to the
’Type’ decision point.

Type
In this decision point, the resource is grouped into two differ-
ent types: the initial dataset or a resource which represents a
modified/combined/pre-trained model. According to its type,
it is forwarded to relevant process points.

Modified/Combined/Pre-trained Actions
This process point stands for the resources representing a
modified dataset (a version of another dataset which is edited,
filtered or added values), a combined dataset (a dataset which
combines several datasets into one) or a pre-trained model
which benefits from a dataset. If the resource is one of them,
it means that they are using at least one external dataset, there-
fore, the search should continue until the initial dataset(s)
is reached. The questionnaire is answered according to this
given resource. Then, the dataset(s) utilized by this resource
is added to the list. Lastly, this current resource is removed
from the list. This point is the recursive part of the investiga-
tion. Hence, it is forwarded to the decision point to continue
the search.



Initial Actions
This process point describes the steps that needs to be taken
for the resources representing the initial original datasets. The
survey is answered based on this resource, and if there are
parts where the resource does not explain in anywhere, the
authors are searched and tried to be contacted through their
provided emails and their personal LinkedIn accounts. Their
informations provided are added when they answer. In the
questionnaire there are some questions which needed initial
dataset information, therefore, the answers of those are back-
propagated. This point is also the recursive part of the investi-
gation. Thus, it is forwarded to the decision point to continue
the search.

3 Results
This section discusses the findings of our research. Initially,
it is crucial to note that due to the high branching of the re-
sources, we decided to generate graphs per literature paper to
be able to keep track of the connections. An example can be
seen in Figure 2. The work presented in this paper utilizes 17
datasets for train and test [24]. The arrow in the graphs rep-
resents that the predecessor is utilized by the successor. The
ones in with the red frames represent the resources that are
included in the results and the blue frame ones give informa-
tion on how the initial dataset is colleced. All of the connec-
tion graphs per paper can be found in Appendix B. All of the
unique resources that are looked at are presented in Table 1
along with their references. It is significant to point out that
for some resources, it was necessary to look at more than one
place because they were not providing sufficient information
for our research.

After seeing those different types of resources, we decided
to group our findings into 4 different categories which in fact
represent the types of papers collected. Thus, those four dif-
ferent categories are: the papers presenting the initial original
dataset, the papers presenting the modified dataset, the papers
presenting the combined dataset and the papers solely utiliz-
ing dataset(s). The distribution of those are represented in the
Figure 3 .

It is also significant to note the different types of references
to the datasets. We divided into two categories: Explicit and
implicit:

• Explicitly stating the dataset within a paper refers mak-
ing the dataset utilized abundantly clear such as stating
it in the abstract or dedicating a section to the dataset(s)
utilized. Within that dedicated section, the paper can ad-
dress the qualities of the dataset such as how many data-
points it contains, who collected it, what does it contain,
how the annotation was done, who were the initial col-
lectors etc.

• Implicitly stating the dataset within a paper refers giving
the datasets’ name under a figure/table or mentioning it
in a section scarcely. This complicates the reader’s task
of locating the dataset since they must thoroughly exam-
ine the entire paper and be meticulous in identifying its
utilization.

On another note, some research papers integrated a pre-
trained model into their own implementation. When this is
the case, they do not mention that the model is pre-trained,
therefore, the paper benefiting from a dataset is only found
out after the model was examined. This is also considered as
an implicit referencing.

The distribution of the reference types based on their cate-
gory can be seen in the Figure 4

3.1 Selected Literature
As shown in Figure 4, most of the selected literature mentions
the dataset utilized implicitly with the only exception being
Tak’s paper [64].

The average number of unique resources looked at per pa-
per is 10 with the maximum of 31 and minimum of 3 5. The
maximum is an outlier thus when we remove it from the cal-
culation, the average connections of resources is 6.5 .

Unfortunately, no correlation between the literature paper
and the number of necessary resources to look at is observed.
Hence according to our findings, there is no means to predict
how long the search would take to reach the information of
the initial dataset(s) of the selected literature.

3.2 Resources Presenting Original Dataset(s)
In our experiment, this is the most prevalent unique resource
category with 19 resources. It is expected because all of the
other categories uses them. The only thing that we should
point out is that the results are given as the unique datasets
and only WSJ0 and LibriVox is seen twice within our re-
search. Given that 80% of the papers were focused on audio
speech, the presence of only 2 datasets can confirm that there
is not one speech dataset that is used often among the highly
cited work. This group of the papers are also the most trans-
parent ones. The authors were highly willing to inform the
reader on both the collection and the annotation process with
regards to their datasets. They generally mention all the pre-
cautions taken while and after the data collections. The only
limiting factor in their transparency seen was related to the
copyright issues. They sometimes used public content and
they did not want to deal with copyright laws.
In addition, the authors were not always reachable. 3 out of 7
contacted authors answered our questions while one of them
did not respond us after we present our questions. The ones
that answered were very informative with regards to their an-
notation practices.

3.3 Resources Presenting Modified Dataset(s)
Within our survey, 12 resources belong in this category.
These datasets generally explicitly stated their dataset utilized
by dedicating a section also shown in Figure 4. Even though
they were not as transparent in terms of the annotation prac-
tices as the original ones, they are quite transparent on what
the dataset contains and when and where the data was col-
lected. They always emphasized heavily on their changes to
the data.



Type of Resource Style of Reporting Resource
Selected Literature Explicit Attention is all you need in speech separation [63]
Selected Literature Implicit SA-Net: Shuffle attention for deep convolutional neural networks [74]

Recent developments on ESPNeT toolkit boosted by conformer [24]
FastPitch: Parallel text-to-speech with pitch prediction [33]
End-to-end anti-spoofing with rawnet2 [64]

Initial Dataset Explicit WSJ0 [51]
Datatang [6] [8] [62] [7]
AISHELL-2 [17]
CSJ [59] [45]
HKUST Mandarin Telephone Speech [19] [49]
HKUST Mandarin Telephone Transcript Data [46]
LDC Fisher Spanish Speech [15]
LDC Fisher Spanish - Transcripts [14]
The CALLHOME Spanish Speech [71]
The CALLHOME Spanish Transcripts [72] [71]
JSUT [61]
VoxForge English [40] [69]
AISHELL-ASR0009 [9]
LibriVox [41]
SWITCHBOARD [23]
TED Talks [38]
FreeSound sound library [66]

Initial Dataset Implicit WordNet [42]
LibriVox data of Linda Johnson [35]
MagnaTune Song Dataset [11]

Modified Dataset Explicit AMT (for checking ImageNet) [1]
WSJ0-2/3mix [26]
Switchboard-1 Release 2 [22] [30]
TED-LIUMv2 [4] [58]
AMT for evaluating the FastPitch algorithm [1]

Modified Dataset Implicit Aurora-4 [50]
LibriSpeech ASR corpus [48]
AMT for translation (Fisher and CALLHOME) [1]
WSJCAM0 [57]
MC-WSJ-AV [37] [18]
LJSpeech [28]
MagnaTagATune dataset [11]

Combined Dataset Explicit ImageNet-1k [2] [16]
Fisher and CALLHOME [55] [54] [53]
TED-LIUM Release 3 [25]

Combined Dataset Implicit MS COCO [36]
AISHELL-1 [10]
4th CHiME [12]
The REVERB [32] [31]
ASVspoof2019 [70] [73] [43]

Pre-trained Model Explicit ResNet50 [3]
Deep Voice 3 [52]

Pre-trained Model Implicit Kaldi framwork for WSJ0 [56]
Kaldi HKUST recipe [39]
Tacotron 2 [60]
WaveNet [47] [5]
Tag A Tune [34]

Table 1: The table displays all of the resources looked at. For some resources, more than one reference is present because generally, more
than one place has looked at per resource.



Figure 2: An example graph for one literature paper displaying the dataset connections.

Figure 3: It represents how many resources belong to those cate-
gories.

3.4 Resources Presenting Combined Dataset(s)
Out of 51 unique resources, 8 of them belong in this category.
According to our research, this technique is utilized when the
separate datasets did not contain enough datapoints to be used
as a training set. 3 out of 8 times ([36], [25], [55]), it was
explicitly stated as a reason to do so.

When different datasets utilized, the datasets’ sizes and
contents generally differ. For example in Guo et al.’s paper,
JSUT dataset [61] represents one woman’s voice recording
of 10 hours while LibriSpeech ASR corpus [48] represents
the sound data gathered from an audio book website having
more than 100 speakers with long content. When the model is
tested and trained, this unequality between the sources should
be pointed out since they can create bias [29]. However, none
of those combined datasets mentioned any type of normaliza-

Figure 4: Pink and yellow represent explicit and implicit references
to the data/dataset respectively.

tion to represent the joining datasets equally even though it
was necessary in specific cases.

Additionally,we found out some experimental integrity
problems associated with this issue on several datasets. Some
multi-lingual speech datasets were representing English lan-
guage far more than they represent any other language [24].
In addition, it seemed to us that the main concern of those
combining datasets is to be consistent with the formatting of
the joining datasets. This emphasis on formatting was evident
in their documentation. They were explicitly mentioning the
datasets’ contents and the data formatting style but they rarely
gave information on the annotation practices.



Figure 5: It displays how many unique resources are looked at per
paper.

3.5 Pre-Trained Models Utilizing Datasets
This was the most time-consuming category to search for in
a referenced paper/resource. Due to our lack of information
with each paper subject, we needed to search for all of the
methodologies/models/external machine learning algorithms
to be sure that they do not contain or use any dataset. At
the end of our research, we found out 7 resources looked at
belonged to this category. Within the model documentation,
only two of them explained the dataset utilized in details. For
the others, it was harder to find the relevant information as
they rarely mention their datasets.

4 Discussion
This section provides the analysis and explanation of the re-
sults, discussing the reasons and factors contributing to the
observed outcomes. It is significant to look at few selected pa-
pers in order to summarize our findings. The first and the sec-
ond paper was selected to be explained because of their good
practices. They were the top-cited fourth and the fifth paper
respectively. Then, the top-cited third paper is explained to
display how the lack of metadata search of the datasets can
be misleading to the experiments. The most cited first two
papers are not explained because they were fairly transpar-
ent and did not portray any valuable feature to be mentioned.
Finally, our general opinion is presented.

Łańcucki’s paper and dataset were different in terms of
the dataset content [33]. It was containing only one person’s
(Linda Johnson’s) speech data and one person (Keith Ito) an-
notated all of the dataset. He was very transparent in the doc-
umentation and he answered our additional questions through
email.

Tak et al.’s paper referenced her dataset very explicitly
[64]. They give information on the content of the dataset and
their reasoning behind their choice on this dataset. How it
differs from its previous versions and what they would like
to achieve with the usage of this dataset. They were very

transparent on their usage. However the original dataset own-
ers were not very transparent. We could not reach out to the
authors to ask for clarification nor a document stating their
annotation practices clearly. They used vague statements on
where their data came from and we needed to look for unoffi-
cial documentation and found one Reddit post explaining the
metadata of the dataset.

Guo et al.’s paper was noteworthy. They used 17 datasets to
both test and train [24]. We have realized some inconsisten-
cies with their reportings. They were using several datasets to
test and train their systems namely ’Aurora-4’, ’4th CHiME’
and ’WSJ0-2/3mix’. All of those datasets data came from
WSJ0 dataset and they were also using WSJ0 as another
dataset. They were reporting all of those 4 datasets (’Aurora-
4’, ’4th CHiME’, ’WSJ0-2/3mix’ and ’WSJ0’) as ’different
datasets’ even though their source of data was exactly the
same. This was not the only case. They were using TED-
LIUMv2 and TED-LIUM Release 3 as two different datasets
even though half of TED-LIUM Release 3 is the same as all
of TED-LIUMv2. Furthermore they were using ’AISHELL-
1’ and ’HKUST Mandarin Telephone Transcript Data’. It is
sinificant to note that ’AISHELL-1’ is a dataset created by
modifying ’HKUST Mandarin Telephone Transcript Data’
dataset. It is found out that 12 out of those 17 are unique
datasets and the paper did not mention this information. We
think that the naming of those datasets might have been mis-
leading because finding this information requires meticulous
work of digging deep into dataset metadata. They also mis-
spelled 10 out of 17 dataset utilized which made it even harder
for the researcher to find the specific datasets they have ben-
efitted from.

Considering all of the 51 unique resources looked at, the
general pattern that we recognized is that the further away
from the creation of the dataset, the less transparent the re-
sources become.

When it was considered that every resource has a limit on
length, it is sensible that the resources would focus on their
own contributions more than the individual components uti-
lized. To exemplify, a dataset which modified another dataset
would focus more on the modifications that are done than the
unmodified initial dataset’s features in their documentation.
This is due to the fact that their contribution is their modifi-
cation, not the component -the initial dataset- utilized.

In addition, the datasets and the pre-trained models were
seen as a consistently dependable tool even though the ini-
tial dataset creators stated their concerns with regards to their
data integrity and correctness in their documentations. Au-
dio machine learning papers not giving the information and
the concerns on their utilized dataset’s annotation practices
implies that the quality of the dataset is often overlooked.

As a matter of fact, when more than one dataset is used,
the authors mentions the number of different datasets as a
sense of quality. This approach might be relevant in some
cases. However, it is also significant to point out the differ-
ences between those datasets and why a number of datasets is
preferred to be utilized. Because the quality is not determined
by the quantity of the datasets but the quality of the data and



its annotation itself.
The language differences, the representative equality, the

bias in the speech data are all neglected. These are all very
important aspects of machine learning because as we stated
at the start, the data is as important as the algorithm and no
algorithm without meticulous unbiasing work can generate
a correct and a fair result. Thus, we recommend that every
researcher to check the dataset utilized thoroughly.

5 Limitations
The general limitations are due to the time limit, the limited
computer science knowledge of the author in terms of the
topis of the literature papers looked at and the limited for-
eign language knowledge of the author. These are presented
within this section.

In terms of the time limit, the duration of this project was
9 weeks and after realizing some inconsistencies due to the
initial datasets, the focus of the research has changed to go
deeper into the datasets instead of broader with the papers.
Most of the links and references did not forward the re-
searcher to the correct documents, therefore there was a lot
of time lost while trying to reach to the documents provid-
ing sufficient information. Moreover, some authors of the
resources has tried to be contacted but only one of them re-
turned back within a week. The other returned back after 3
weeks while 3 of them did not reply. The data retrieval stage
took more time than it was expected.

In terms of the current computer science audio machine
learning knowledge of this paper’s author, she was a Com-
puter Science and Engineering student therefore, she was not
very familiar with the literative work looked at. The author
used extensive web queries to understand and search the tech-
nologies utilized. There still might have been some parts that
were misunderstood, thus misrecorded.

In terms of the language differences, ICASSP was chosen
also due to the fact of being an English venue. However, some
resources were in Chinese and Japanese which the author is
not fluent in. The author used Google Translate for those.

6 Responsible Research
This section describes the validity of the findings in line with
the research methodology.

In terms of the reproducibility of the results, two categories
can be presented: the reproducibility of the questionnaire
and the reprodubility of the results that are deducted from
the questionnaire. While filling out the questionnaire, all of
the links that have read before answering for the resource are
added in the results. Thus, the researcher who would like to
repeat the investigation can read the exact document that were
read and answer the questionnaire accordingly. In terms of
the deductions, all of the calculation metrics are recorded int
eh questionnaire. To exemplify, whether the resource is ref-
erencing the dataset explicitly or implicity is a question that
is answered for all of the resources. The categories are also
seenable through the additional questions. In addition, the
findings and the opinions of the author per paper are recorded

so that another researcher can compare hers to the author in a
faster way.

Furthermore, the understanding level of the researchers
were the undergraduate computer science and engineering
student level which might affected the additional information
presented in the academic papers.

Within this systemic survey, we examined the most cited
5 papers of ICASSP between the years of 2021 and 2022 to
find to what extent the literature and the related datasources
are transparent with regards to their annotation practices. We
have found out that the initial dataset creators are very trans-
parent while the papers utilizing those as an external dataset
or an external pre-trained model are not. This was expected
considering that every authors’ focus was on their own contri-
butions. Thus if they did not contribute to the annotation, they
would not mention. However after finding out some experi-
mental integrity violations, it is highly crucial for the authors
to check their datasets especially when they are using more
than one. We have looked at the most cited 5 papers to still
be able to generalize our findings due to the smaller scope
of this paper. In addition, we recommend the future authors
to include and check their datasource links and the versions
of their utilized datasets. Giving information on the annota-
tion practices is crucial to decide on the quality of the dataset
which has a high impact on the machine learning algorithm
utilized.
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liumv2. https://openslr.magicdatatech.com/19/, 2014.
[Accessed 25-Jun-2023].
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Appendix
A Questions
A.1 Questions that are Strongly Inspired by

Geiger et al.’s Research
These are the questions representing the highlights of Geiger
et al.’s research [68]. Their investigation is the primary source
of inspiration of those questions and they reflect identical no-
tions.

1. Is the work an original task?

2. Does the work use human annotations as labels?

3. Does the work use original human annotations?

4. Does the work use external human annotations?

5. Who were the annotators?

6. Is the number of annotators specified?

7. Is the number of annotators they would need estimated
beforehand?

8. Were there formal instructions for the annotators?

9. Was there training for the annotators?

10. Was there prescreening on the crowdwork platforms?

11. Was there multiple annotator overlap?
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12. Is an inter-annotator agreement reported?
13. Is there any other metric of label quality utilized?
14. did they link to the dataset?

A.2 Additional Questions
Those questions are created due their significance in the anal-
ysis phase. Their answers were found valuable, therefore, it
is decided to include those to the questionnaire as well.

1. What are the website links representing or explaining the
resource?

2. Shortly describe the resource.
3. What is the type of the resource?

(Initial/modified/combined/pre-trained model)
4. How did the resource state the dataset utilized? (Imlicit

or Explicit)
5. (Optional) Do you have any additional comments?



B Result Graphs for Selected Literature Papers

To be able to keep track of the connections between the resources and the selected literature papers, graphs are created.

B.1 SA-Net: Shuffle attention for deep convolutional neural networks

Figure 6: It represents the connections of the main selected literature and the resources. The red framed boxes represent the resources that
are included in the research while the blue framed boxes informs the reader on the initial dataset providers/workers. The thin black boxes
represent the datasources that cannot be tracked down further due to the lack of information.

B.2 Attention is all you need in speech separation

Figure 7: It represents the connections of the main selected literature and the resources. The red framed boxes represent the resources that are
included in the research while the blue framed boxes informs the reader on the initial dataset providers/workers. This graph represents that
they used one dataset (WSJ0-2/3mix) whose initial data come from WSJ0. The blue box informs the content of the initial dataset.



B.3 Recent developments on ESPNeT toolkit boosted by conformer

Figure 8: It represents the connections of the main selected literature and the resources. The red framed boxes represent the resources that are
included in the research while the blue framed boxes informs the reader on the initial dataset providers/workers. This graph represents that
they used 17 datasets. The most significant issue to point out in thise graph is that some of the initial datasets are common among those 17
datasets such as TED-LIUMv2 and WSJ0.

B.4 FastPitch: Parallel text-to-speech with pitch prediction

Figure 9: It represents the connections of the main selected literature and the resources. The red framed boxes represent the resources that
are included in the research while the blue framed boxes informs the reader on the initial dataset providers/workers. This graph represents
that they used one dataset of Linda Johnson’s recordings and Keith Ito combined and aligned the text. He used Amazon Mechanical Turk to
evaluate his algorithm.



B.5 End-to-end anti-spoofing with rawnet2

Figure 10: It represents the connections of the main selected literature and the resources. The red framed boxes represent the resources that
are included in the research while the blue framed boxes informs the reader on the initial dataset providers/workers. This graph represents
that they used one dataset from ASVspoof 2019 challenge which utilized several technologies. The thin black boxes represent the datasets
that are not reachable due to the lack of information given in the documentation.
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