
Towards Benchmarking the Robustness
of Neuro-Symbolic Learning

against Backdoor Attacks

Many technologies and breakthroughs would not be possible without research. It is important to keep members of the community informed about the latest updates. One way to do that is through research posters.

Representative LTN task;

 Model trained to determine
whether the sum of two
MNIST images matches the
target label;

Simple task, less symbolic
complexity. 

Single-Digit
Addit ion (SDA)

Representative LTN task;

 Model trained to determine
whether the sum of two 2-
digit  MNIST numbers
matches the target label; 

More symbolic complexity.

Mult i-Digit  
Addit ion (MDA)

  Apply 9 configurations on each with
variations of square triggers:

different sizes (4x4, 6x6, 10x10),
different positions (center vs
bottom-right), 
different number of poisoned
images (first image or both)

Metrics: Attack Success Rate (ASR) on
individual triggered images, train and
clean test accuracies

BadNet

 Result  label  is  7  Result  label  is  5  Result  label  is  29 Result  label  is  59

Fig.  4.a) :  SDA Fi rst  R ight 6 Fig.  4.b) :  SDA Fi rst  Center 4 Fig.  4.c) :  SDA Both Poisoned

Fig.  5.a) :  MDA Fi rst  R ight 6 F ig.  5.b) :  MDA Fi rst  Center 4 Fig.  5.c) :  MDA Both Center  

Key F indings:
Both images poisoned →  ASR drops to
0%, accuracy stays h igh (F ig.  4.c)

Center t r iggers (F ig.  4.b)  →  Consistent ly
effect ive and stealthy due to CNN focus
on the image center .

4×4 vs 6×6 bottom-r ight t r igger →  Both
maintain h igh accuracy,  but ASR differs :
12% vs 89% (F igure 4.a)   => bigger
tr iggers make a difference in less sal ient
posit ions
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RESEARCH QUESTION

How robust is a Logic Tensor Network (LTN)
model against data poisoning BadNet attacks? 
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CONCLUSION

G I T H U B
https://github.com/myriamcg/NeSy-vs-Backdoors

BADNETS

Logic Tensor Networks
(LTNs)

Badnets
Logic Tensor Networks ( LTNs)

Representative NeSy models that handle diverse machine learning tasks efficiently; 
Integrate neural networks (NNs)  with First-Order Logic (FOL);
Works very well with MNIST digit classification tasks;
Learning is guided by logic-based axioms, which shape the loss using fuzzy logic operators (∧,
∃, ∀)
Logical symbols are grounded as tensors or neural networks to evaluate formula satisfiability.
[2], [3]

Fig.  1 :  Example of Axiom Evaluat ion [4]

Badnets
Type of data injection backdoor attack;
Perform well on clean inputs, but cause misclassifications for triggered inputs;
Visual triggers on images, e.g,  small square on the bottom-right corner of the image;  
works very well on MNIST images;
Stealthy attacks: pass the standard tests and preserve the structure of the baseline model;
Simple method, but adds complex behavior;
Relevant to real-world scenarios. [1]

Fig.  2:  Backdoored MNIST Model

1 )  SDA

Fig.  3:  BadNet on SDA and MDA Samples

2)  MDA

Key F indings:
 R ight-corner t r iggers on d1  & d3 →
Immediate model  col lapse (F ig 5.a)  =>
Tr igger posit ion matters ;  d1  and d3 are
symbol ical ly  dominant;
Center ,  larger t r iggers on d1  & d3
succeed due to CNN’s focus on image
centers;  
R ight-corner t r iggers on al l  d igits  →
attack dominates,  but logic fai ls  to be
learned; 
Center t r iggers on al l  d igits  →  attack
succeeds (F ig.  5.c)

Key F indings:
Larger (e.g. ,  6×6) ,  central ly  p laced tr iggers are the
most effect ive,  achieving high ASR whi le remaining
stealthy;
Poisoning both images in a sample often leads to low
ASR due to symbol ic ambiguity ,  but accuracies remain
unchanged;
Symbol ical ly  dominant inputs (e.g. ,  d1  and d3 in MDA)
are more sensi t ive to poisoning;
Stronger regular izat ion hyperparameters dur ing t rain ing
suppress weaker attacks over t ime.

Future Work:
Change of ASR calculat ion to the
correctness of the symbol ic outcome;
Test  LTN's  vu lnerabi l i ty  on tasks with
more symbol ic knowledge;
Use mult i-channel  MNIST images to
introduce more v isual  features.
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